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Motivation

Could a crocodile run a steeplechase?1

1The example was borrowed from Levesque (2014)
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Symbolic approach

KB:
...
∀x.Crocodile(x) ⊃WeakLegs(x)
...
∀x.WeakLegs(x) ⊃ ¬CanJump(x)
...
∀x.¬CanJump(x) ⊃ ¬CanSteeplechase(x)
...

Query: ¬∃x.Crocodile(x) ∧ CanSteeplechase(x)
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Symbolic approach

Strategy: Contradiction proof.
Assume query is false: Crocodile(a) ∧ CanSteeplechase(a)

Observations:

- This is SLD resolution.

- Scalability problems.
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A Neural Conversational Model
Vinyals & Le (2015)

They trained a seq2seq:

Credit: Vinyals & Le

... with movie subtitles.
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A Neural Conversational Model
Vinyals & Le (2015)

Human: who is skywalker ?
Machine: he is a hero .

Human: what is the color of the sky ?
Machine: blue .

Human: how many legs does a cat have ?
Machine: four , i think .

Human: what is the purpose of living ?
Machine: to live forever
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Research question

Can we use neural networks for common sense reasoning?
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Long term goal
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Reasoning with Neural Networks

Two main branches:

- Common Sense embeddings.

- Neural Reasoners.
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Common Sense embeddings
Hinton (1990)
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Common Sense embeddings
Hinton (1990)
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Common Sense embeddings
McClelland & Rogers (2003)
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McClelland & Rogers (2003)
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Common Sense embeddings
McClelland & Rogers (2003)
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Common Sense embeddings
Socher et al. (2013)

Reasoning with neural tensor networks for knowledge
base completion.
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Common Sense embeddings
Socher et al. (2013)

Reasoning with neural tensor networks for knowledge
base completion.
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Common Sense embeddings
Socher et al. (2013)
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Common Sense embeddings
Bowman et al. (2014)

Recursive neural networks can learn logical semantics.
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Common Sense embeddings
Bowman et al. (2014)

Recursive neural networks can learn logical semantics.
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Common Sense embeddings
Bowman et al. (2014)

−→y TreeRNN = f

(
M

[ −→x (l)

−→x (r)

]
+
−→
b

)
−→y TreeRNTN = −→y TreeRNN + f(−→x (l)TT[1...n]−→x (r))



Introduction Reasoning with Neural Networks Questions References

Common Sense embeddings
Bowman et al. (2014)
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Common Sense embeddings
Bowman et al. (2014)
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Common Sense embeddings
Bowman et al. (2014)

SICK textual entailment challenge
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Common Sense embeddings
Bowman et al. (2014)
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Reasoning about facts

The bAbI project (Weston et al. (2015)).
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Reasoning about facts

The bAbI project (Weston et al. (2015)).
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Reasoning about facts

Three models have been proposed:

- Dynamic Networks (Kumar et al. (2015))

- Memory Networks (Sukhbaatar et al. (2015))

- Neural Reasoner (Peng et al. (2015))
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Reasoning about facts

Credit: Sukhbaatar et al. (2015)
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Reasoning about facts

Credit: Kumar et al. (2015)
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Reasoning about facts

Credit: Peng et al. (2015)
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Reasoning about facts

Credit: Sukhbaatar et al. (2015)
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Reasoning about facts

SLD resolution.



Introduction Reasoning with Neural Networks Questions References

Reasoning about facts
Testing Memory Networks

Facts

mice are afraid of sheep
wolves are afraid of cats
jessica is a wolf
sheep are afraid of cats
winona is a mouse
cats are afraid of mice
gertrude is a cat
emily is a wolf

Questions

what is jessica afraid of?
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Reasoning about facts
Testing Memory Networks

Facts

mice are afraid of sheep
wolves are afraid of cats
jessica is a wolf
sheep are afraid of cats
winona is a mouse
cats are afraid of mice
gertrude is a cat
emily is a wolf

Questions

what is jessica afraid of? A: cat (99.74%)
is emily afraid of gertrude? A: cat (71.79%)
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Reasoning about facts
Testing Memory Networks

Facts

the triangle is to the left of the red square
the pink rectangle is below the triangle

Questions

is the red square to the right of the pink rectangle?

A: yes (87%)
is the red square to the left of the pink rectangle? A: yes (92%)
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Reasoning about facts
Testing Memory Networks

Facts

sandra and daniel journeyed to the bedroom
john and sandra travelled to the garden
sandra and john travelled to the bedroom
mary and sandra went back to the kitchen
sandra and mary travelled to the bedroom
john and mary moved to the office

Questions

where is daniel?

A: bedroom (99.60%)
is daniel in the bedroom? A: no (91.38%)
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Reasoning about facts

Credit: Sukhbaatar et al. (2015)
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Proposals: Explanations

Example 1:

- julius is white.

- What is julius color? White.

Example 2:

- julius is a lion.

- julius is white.

- greg is a lion.

- What is greg color? White.



Introduction Reasoning with Neural Networks Questions References

Proposals: Explanations

Example 1:

- julius is white.

- What is julius color? White.

Example 2:

- julius is a lion.

- julius is white.

- greg is a lion.

- What is greg color? White.



Introduction Reasoning with Neural Networks Questions References

Questions
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