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Bayes' Rule:

Naive Bayes Assumption:

D
p(x|t) = [ p(xlt)
j=1
Likelihood function:

L(8) = p(x, t6) = p(x|t,0)p(t]0)
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Example: Spam Classification

Each vocabulary is one feature dimension.

17

We encode each email as a feature vector x € {0,1}

xj = 1 iff the vocabulary x; appears in the email.

@ We want to model the probability of any word x; appearing in an
email given the email is spam or not.

e Example: $10,000, Toronto, Piazza, etc.

Idea: Use Bernoulli distribution to model p(x;|t)
Example: p(“$10,000" |spam) = 0.3
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Bernoulli Naive Bayes

Assuming all data points x()) are i.i.d. samples, and p(x;|t) follows a
Bernoulli distribution with parameter 1
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where p(t) = m;. Parameters ¢, uj: can be learnt using maximum
likelihood.
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Derivation of maximum likelihood estimator (MLE)

0 = [u, 7]

log L(0) = log p(x, t|@)

D
=" [ togmn + D x 7 log e + (1 — x7) log(1 — 1)

i=1 Jj=1

[ Want: arg maxg log L(6) subject to Y, my =1
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Derivation of maximum likelihood estimator (MLE)

Take derivative w.r.t.
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Derivation of maximum likelihood estimator (MLE)

Use Lagrange multiplier to derive 7

aLO) | ON Tk _ Nt () — ) L
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Apply constraint: >, 1k =1= A= —-N

Yie, 1(t9 = k)
N

Tk —
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Spam Classification Demo
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Gaussian Bayes Classifier

Instead of assuming conditional independence of x;, we model p(x|t) as a
Gaussian distribution and the dependence relation of x; is encoded in the
covariance matrix.

Multivariate Gaussian distribution:

S SN (5 W
() = =g en (5= ) TE =)

p: mean, ¥: covariance matrix, D: dim(x)
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Derivation of maximum likelihood estimator (MLE)

0 = 1,5, 7], Z = 1/ (2m)P det(%)
plle) = oo (=5 x = )T x ) )

log L(0) = log p(x, t|6) = log p(t[f)) + log p(x|t,0)

N 1/ .. T .
= logm —log Z — 5 (X(') - Htm) b (X(') - th)
i=1

Want: argmaxg log L() subject to ), my =1
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Derivation of maximum likelihood estimator (MLE)

Take derivative w.r.t.

Jdlog L N
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Derivation of maximum likelihood estimator (MLE)

Take derivative w.r.t. ¥=1 (not X)

Note:
0 det(A)

IA
det(A) " = det (A1)
OxT Ax T

DA
YT =%

= det(A)A™

N

Olog L ; dlogZ, 1, (; i

s =5 ]l(t():k> [—82_1k_2(x()—uk)(x()—ﬂk)T =0
k ' k
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Derivation of maximum likelihood estimator (MLE)

Zi = 1/ (27)P det(Zy)

-1
gOdet(r, ) *
oxrt

=
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Derivation of maximum likelihood estimator (MLE)

gl (t9) = k)
N

(Same as Bernoulli)

Tk =
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Gaussian Bayes Classifier Demo
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Gaussian Bayes Classifier

If we constrain X to be diagonal, then we can rewrite p(x;|t) as a product
of p(xj[t)

p(x|t) =

1 1 P
@)D det(re) <_2(Xj o) B G kt))

D

D
H exp< ,||x,-—uﬁu§) “ Tt
\/ ztuj Jj=1

[ Diagonal covariance matrix satisfies the naive Bayes assumption.
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Gaussian Bayes Classifier

Case 1: The covariance matrix is shared among classes
p(x]t) = N(xljie, %)
Case 2: Each class has its own covariance

p(xt) = N(x|pe, T)
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Gaussian Bayes Binary Classifier Decision Boundary

If the covariance is shared between classes,
p(x,t =1) = p(x,t =0)
1 _ 1 _
log m — 5(x — )T (x — ) = log o — 5 (x — 10) "X (x — puo)

CH+xTx x— 2,u1TZ_1x + MITZ_I/“ =xT¥ Ix— 2,uOTZ_1x + u()TZ_luo

[Q(Mo — )" E 7 x = (o — pa) TE (o — ) = C

=alx—b=0

The decision boundary is a linear function (a hyperplane in general).
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Relation to Logistic Regression

We can write the posterior distribution p(t = 0|x) as

p(x,t =0) moN (x| o, )

p(x,t =0)+p(x,t =1)  mN(x|po, X) + mN (x|p1, T)

{1 + % exp [—;(x — ) TE (x — ) + %(X R MO)] }_1

-1
T _ 1 _ _
{l—l—exp [lOgml)"‘(:“l—uo)TZ 1x—|—§(,u1TZ Y —pdx 1#0)]}

1
~ 1+exp(—wTx —b)
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Gaussian Bayes Binary Classifier Decision Boundary

If the covariance is not shared between classes,
p(x,t =1) = p(x,t =0)
1 _ 1 _
log m — 5 (x = p1) T E7M (x — pa) = log mo — Sx = 1) ot (x — o)
xT (It =5t x =2 (mTZ{l - uoTZal) X+ (uoTZouo - ulTZlm) —C

=x"Qx—2b"x+c=0

The decision boundary is a quadratic function. In 2-d case, it looks
like an ellipse, or a parabola, or a hyperbola.
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Thanks!
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