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Example 2

Given response variable y and input variable x, we want to find w
that minimizes E:

y = wx

E = (y — wx)? (what's the value of w to minimize E just by eye
balling it?)

OE _ Ay — wx)? Oy — wx)
ow Oy — wx) ow
= 2(y — wx)(=x)

9E _ ives: w =%
Let 5~ = 0 and solve for w gives: w = 7.



Example 3

E= (vi— wix;)?
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Setting % = 0 and solve for w; gives: w; = %.
I 1

Notably, SE (the partial derivative of E with respect to w;) makes
other terms not involving w; become zero.



Example 4: meal plan pricing example

Suppose we only know the total price of the meal y, and the
portions of each dish 1,2,3 as x;, i € {1,2,3}. We want to find out
the specific prices of each dish w;. Here n € {1... N} denotes
each meal from day 1 to day M.

Vn = Wix1,n + Wax2n + W3X3,5

N
E — o _ . 2
= (Yn Wi1X1,n — W2X2 pn W3X3,n)
n=1

OE

o Z 2(yn — Wixi,n — Waxo,n — W3X3 ) (—Xi.n)

= 2(yn — 9n)(—xin) = Aw;
n

Update w; = wy — eAw;, where € is the "learning rate” (e.g.,

€ = 107°). With new w’, we then repeat the above calculation to
further update w" and so forth. The iteration terminates when
Et=1 — Et < tol, tol is the threshold (e.g., to/ = 1073), in which
case the algorithm converges.



