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Abstract—Despite much research on the throughput of relaying
networks under idealized interference models, many practical
wireless networks rely on physical-layer protocols that preclude
the concurrent reception of multiple transmissions. In this work,
we develop analytical frameworks for the uplink of a multi-source
single-channel relay-aided wireless system where transmissions
are scheduled to avoid collisions. We study amplify-and-forward
and decode-and-forward strategies, in both time-sharing and
network-coded variants, and provide mathematical models to in-
vestigate their achievable rate regions. Both general and optimal
power allocations are considered. We also find the cut-set outer
bounds for the rate regions. Moreover, we present a comparison Fig. 1. Multiple access relay channel with two sources 1 and 2, relay 3, and
between these methods with the simple time sharing scheme.destination 4.

Our numerical results reveal that optimizing power allocation
favors the time sharing scheme significantly more than it does the

relaying schemes, so that time sharing under some circumstances \ionnas and possibly sophisticated coding and signal pro-
can provide higher maximum sum rates, even if the links to the

relay have strong channel gains. The proposed analysis provides ©€SSing techniques. No widely deployed wireless technology,
a means to quantitatively evaluate the efficacy of relaying under €.9., GSM, IEEE 802.11, or IEEE 802.16, supports this mode
the collision model, leading to pragmatic design guidelines. of operation. To fill this gap between theoretical models and
practical networks, half-duplex relays, which cannot transmit

and receive at the same time, have been analyzed in [7]-

I. INTRODUCTION [9]. Sankaranarayanan et al. [7] derived outer bounds on the

he bi i K of JEl | 111 introd capacity region of a constrained MARC model, in which the
The pioneering work of Cover and EI Gamal [1] intro ucegelay operates in the receive and transmit state respectively for

the concept of relaying in a single-transmitter single-_relaé( fractiona and 1 — o of the time. In [8], Sankar et al. spe-
network. Even though the exact performance characterizatigi,e these bounds to the orthogonal MARC channel with
of this simplest relay network remains an open problem, & ive white Gaussian links, where the relay communicates

capacity region under some special conditions are knowp.. orthogonal channel with the destination. They developed
For example, [2] gives the capacity regions for degraded aggti

: )ptimal power allocation policies that maximize the sum rate.
reversely degraded relays, as well as an achievable rate regj

p bound for th | hich ic et al. [9] studied a two-sender, two-receiver channel
and an outer bound for the more general case, Which afe| with one relay node. They derived the rate regions of

the best bounds known to-date. Furthermore, much reseagglye o) simple relaying strategies for a half-duplex relay that

has been devoted to understanding the effect of relays oRqi es data in one block and transmits it to the destinations
the performance of various systems with respect to differgpt o following block. In spite of the usage of half-duplex

network metrics [_3]_[9]' In particular, [3] introduced an a_b'relays, these models still allow the relay and destination to
stract representation of a relay network, termed the multi

) _ prlgceive data from multiple sources simultaneously.
access relay channel (MARC), which has received much_. L . . .
Simultaneous packet reception is not impossible to achieve,

further study. In MARC, multiple sources communicate with . . I : .
but it generally requires sophisticated transmitters or receivers.

a destination node with assistance from one relay, which ma . . L
) ; r example, there are theoretical studies and practical imple-
represent, for example, the uplink of a relay-aided cellular

. . . mentations, reported in the literature, on multiuser detection
network. Figure 1 illustrates such a network with two sourcegs, Lo .
) . rough successive interference cancelation [10]-{12]. How-
All of the above studies are based on physical-layer mod

i o " €Ver, these techniques require that the received signals differ
that allow different nodes to transmit simultaneously, Whl|§u stantially either in power or in coding [13], [14]. It is
accounting for the !nt(_erference at th? receiver as a we|ghtg 0 possible to perform distributed source beamforming [15],
sum of the transmissions. One particularly strong yet co [6], where the sources form a virtual array of antennas to

monly made assumption is the fu_ll-duplex commumcauon ransmit simultaneously toward the destination, but this tech-
relays, S.UCh that a relay can receive packets Wh'le.forward'H%ue requires strict time synchronization among the sources
packetsm the same phys_|cal chgnnal the same time. T.O at the symbol modulation level, and the same message must be
implement such a relay in practice would require mUItIpl{':‘ransmitted by all sources. More recently, in [17], the authors
The authors are with the Department of Electrical and Conﬁro.pqsed ZigZag deCOdlng. to .a”OW the re.SOIUtlon of two
puter Engineering, University of Toronto, Canada. Emai{seyedamir, Cc.’“'d”.’]g packets.at the re(?ewer In praqtlcal wireless ne’gworks
liang} @comm.utoronto.ca. with simple physical layer implementations. However, ZigZag



decoding requires repeated transmissions whenever a collisidra relay. The proposed analysis in Sections Ill and IV can be
occurs, so its applicability to relaying is unclear. extended to the general case with more than two sources, but
In this paper, we focus on relaying wireless networks witthat would involve tedious matrix manipulations and higher-
simple transceivers, where concurrent transmissions leaddimensional plots of rate regions that may add little technical
packet collisions. We study the throughput capacity of MAR@sight.
under the practical constraint where transmissions from dif-We assume a common block coding scheme for message
ferent sources and the relay are scheduled to avoid collisiotransmission [1], in which the nodes send their information in
Our main technical contributions are as follows: blocks of equal lengths. The links are assumed to experience

« We develop analytical frameworks to study the achievab@iélditive white Gaussian noise, so that when nodensmits
rate regions of amplify-and-forward (AF) and decodethe n*" block X{™, nodej receivesy,” given by
and-forward (DF) in such an environment. For both cases, " " "

Hort - Y™ = hyx(™ 4z @)
we considertime-share forwardingwhere the sources J i ij
separately utilize the relay, ancbmbined forwarding

. S whereh

where the relay forwards a linear combination of th
source messages as a variant of network coding [18]
either the physical layer for AF or the network layer fo
DF.

o The time-sharing and network-coded AF and DF schem§
provide inner bounds to the capacity region of thi
network. We further derive a cut-setiter bound(OB)
for the capacity region and compare it with the above Ri; < C(h%P) 2 llogQ(l + W2 P).
inner bounds. We demonstrate how the gap between these 2 I
bounds vary given different channel conditions. The relay, when active, transmis{™, based on previously

o« We stu'dy. the eﬁ‘ecF of power allocation in Fhe abov?eceived signals [1]:
transmission strategies. Optimal power allocation to max-
imize the sum rate is considered for each strategy, and XQE") = f(Y3(”_1), . ,Yg(l)). 2
comparison is made with equal power allocation.

o We compare the rate regions of AF and DF with th ) . :
of simple time sharing (TS), where the sources takedies: amongst which we will consider only AF and DF.
turns to transmit directly to the destination without the
relay. We show that optimizing power allocation favors !!l. COMMUNICATION STRATEGIES AND RATE REGIONS
TS significantly more than it does the relaying schemes.In this section, we describe various communication strate-
Our numerical results elucidate the channel conditionges and present analysis to derive the achievable rate region
under which relaying is beneficial. for each. We denote the achievable rates of the two sources

Different relaying strategies and power allocation schema§ i1 and Rz, respectively.
require different levels of implementation complexity. Hence,
the proposed analytical frameworks and the subsequent pU-Time Sharing
B e St using the ey he sources ca tme share
9 y ying 9NPUEannel to transmit directly to the destination. Suppose the

improvement. To the best of our knowledge, this work is theOrtions of time dedicated o source 1 and source haaad

E;Sée?r:ﬁ:eyiﬁlisis;zd%o?jgl multiple access relaying networl%i « respectively. The rate region of TS is simply given by

The rest of this paper is organized as follows. Section Ry < aC(h3,P))
Il descnbes our network m_odel. In Section llI, we discuss Ro < (1— a)C(h2,Py). 3)
the transmission and relaying methods and derive the cor-
responding rate regions. The derivation of optimal powétor the rest of this paper, we are mainly interested in the case
allocation, followed by a brief discussion on the results, will be = % where the sources share equal time.
presented in Section IV. In Section V, we provide numerical
results under equal and optimal power allocation schemes wih Amplify-and-Forward
a detailed discussion on the performance of each strateg
Finally, we conclude the paper in Section VI.

i; is the channel gain from nodeto nodej and Zi(f)

f§an independent Gaussian random variable. We normalize all
dYnal powers in the system, so th@g” has unit variance.
We denote byP; the upper limit on the average transmission
ower of nodei, which can be chosen arbitrarily in general
Rd will be optimized in Section IV. Then, the achievable rate
n link 45 is limited by the Shannon bound:

a'{his encoding function can capture numerous relaying strate-

yConsidering the constraint that only one node can transmit
at a time, the relay has two options to assist the sources. It
can either forward the two received blocks from the sources
Il. SysTEM MODEL in separate time intervals, which we term Time-Sharing AF
We consider the MARC model as shown in Figure 1 an@ SAF), or it can merge the received blocks and transmit the
impose the constraint that only one node can transmit at a tiem@mbined signal, which we term Combined AF (CAF).
in a broadcast manner. In this paper, we focus on the case ofime-Sharing AF: The network essentially operates as two
two source nodes transmitting to a destination in the presersgerate single-source, single-relay AF channels. We split the



transmission time into four equal parts. Each source takes o@@nsequently, the channel output at the destination in three
fourth of the time to broadcast its block to the relay and thiccessive blocks, for a given choice of g, ;) pair , is
destination. The relay then takes one-fourth of the time to

forward each of the two blocks. n his (n—2) 0 (n—1)
Yy = 0 X + haa X
Without loss of generality, suppose the sources transmit 4 i 1 o 2
their blocks in every other one-fourth time interval. Whenever Prhishsa P2hazhag
source { transmitin(") in one block, the relay receives 24
Y = his X + Z5 1t then transmitsX "™ = o, v in + Zoa 8
the following block, wherev; is chosen to satisfy the relay’s BrhaaZis + B2hsaZas + Zza

power constraint We can show that the resulting rate region is (see Appendix A)

Ps 1 Bihizh3,
a; < | . 4 Ry < =C h P;
S\ ER @ Fos 3Ot G g, )
o o . 1 $h3sh3,
Thus, the received signal at the destination in four consecutivel?2 < 30((h F+ B)hs, © 1))
blocks is 1 ' ? 5322 h2
R +R < ZC h2 + 1'°13"%34 P,
his 0 R <3O0t G g, v 1)
(n) _ 0 (n—3) D24 (n—1) B2h2,h?
Y N a1h13h34 X1 + 0 X2 + (h§4 + 2 2 53 34 )P2 + (h§4h§4
0 bl (B + B33y + 1
7 2restiad + ﬁ%h%3h%4h§4 6§h%3h%4h§4 )P P ) (9)
142)-
o (Bf +Bh3,+1  (BF + F3)h3, +1
arhgaZys + 2572 | ®) " The overall rate region is the union of (9) over all possible
vohisy Zas + Z(n) choices of(3, 32) that satisfy (7). It is apparent that this rate

region is a pentagon. In this regard, the combination of source
Note that here and for the rest of this paper, we keep theessages at the relay has a similar effect as the simultaneous
block index onZ.(j’.‘) only when it is necessary to indicate thenessage reception in the general MAC.
independence between noise in different blocks, and omit it
whenever there is no risk of confusion.
The above equation describes a multiple access chan%el
(MAC) with two transmitters and one receiver. Consequently, Similar to the AF case, we consider two options for DF,

Decode-and-Forward

the capacity region satisfies [14] termed Time-Sharing DF (TSDF) and Combined DF (CDF).
919 1o Time-Sharing DF: Similarly to TSAF, each source takes
R, < EC((hil O‘lh13h34) ) one-fourth of the time to broadcast its block to the relay

B aihi, +1 and the destination. When sourcgéransmits X", the relay

1 a3h3sh? i ()
R, < —C((h§4 22 223 34 )By). (6) attempts to .de.code it and forwatd X, in the next block,
azhg, +1 whereq; satisfies
The one-fourth factors above are the natural consequence of a; < % (20)
time sharing. Note that this capacity region defines a square i

rate region as opposed to a pentagon, which is the knoWnmelay decoding is always successful, the destination receives
rate region for the general MAC. The pentagon region of the four sequential blocks
general MAC is due to the sum-rate constraint as a direct

consequence of the simultaneous reception of both inputs at hig 0 Z14
the destination, which is not allowed here. (n) 0 (n—3) hay (n—1) Z4
: : ; Y, = X + X, + (n)
Combined AF: This strategy can be considered as analog arhsa 0 Z3y
network coding [18]. We split the transmission time into three 0 azhzs Z§Z’_2)

equal parts. The sources each takes one-third of the time to
broadcast their bIocksX{"_l) and Xé"). Then, the relay Again, the above equation describes a MAC with rate region

transmits a linear combination of the received signals in thé&4]

subsequent block 1
Ry < 40((h14+a1h )P1)
(n) ﬁ Y(n 2) +B Y(n 1) 1
Ry < ZC((h§4 + azh3y) P2). (12)

such thatg, and 3, satisfy the relay power constraint
To account for relay decoding failures, we note that the sources

G1P1 + B2 Py < Ps. (7) are independent and the transmissions occur separately. There-



fore, the following rate constraints are imposed to the souragadei, for ¢ = 1,2,3. The sum-capacity of these cuts leads

relay links separately:

1
ZC((h%ZSPl)
1
ZC((h%:iPQ)-

R <

Ry <

(13)
Hence, the overall rate region is

1
Ry < 5 min{C((hi3P1), C((hy + athiy) P1)}

1
Ry < 5 min{C((h3;P2), C((h3y + a3hi) Po)}. (14)

Combined DF: This is a variant of the linear network cod-
ing approach [18]. As in CAF, we partition the transmission
time into three equal portions among the sources and the relay.
The sources each takes one-third of the time to broadcast their
blocks, X\" ™" and x{™. Then, if and only if both blocks are

to the following cut-set bound:

Ry < 11C(hiyPr) + min{ysC(h3,Ps),
NC(hi3P1) +72C(hi3P2)}
Ry < 72C(h3, Py) + min{v3C(h3, Ps),
NC(h32Py) +72C(hi3 Pa))}
Ry + Ry < 11 C(h3,Py) + 72C (h3, Pa)+
min{’ng(h§4P3), ’ch(h%:apl) + ’Y2C(h§3pa}é-)

The overall OB is the union of (18) over all choicesgfthat
satisfy

v >0,i=1,2,3

3
Z%‘, =1
i—1

(19)

decoded successfully, the relay transmits a linear combination

of the blocks in the subsequent block

X:g”) _ lein—Q) + bQXQ(n_l),

Since equal-time block coding is used in AF and DF, we
are also interested in the equal time-share outer bound (E-
OB) where~; % for all 7. Section V provides a comparison
between OB and E-OB.

whereb; andb, are chosen to satisfy the relay power constraint

bIP, 4+ b3Py < Ps. (15)

IV. OPTIMAL POWERALLOCATION

The analysis in the previous section assumes fafor

Hence, the destination receives in three sequential blocks ¢5cn source and relay node is given. Since wireless devices

hia
0
b1hs4

- Z14
XY 4 | Zoy| . (16)
Z34

0
X{H—Q) + hoa
bahsy

vy =

often have limited energy supply, in this section, we develop
an optimization framework for allocating a limited sum of
transmission power among the nodes, in order to maximize the
achievable sum rat&; + R,. SupposeP units of total power

The rate region corresponding to (16) can be derived sin§-available, the general form of our optimization problem is

ilarly to that of CAF. Further considering the relay decoding
conditions in (13), the rate region of CDF for a specific choice

of (b1,b2) can be written as

Ry

IN

1 .
gmm{C’(h%gpl), C((h3, + bTh3)P1)}

Ry

IN

1
gmm{C(h%ng)a C((h34 + b3h3,)P2)}

1
Ri+ Ry < gmz’n{C(fﬁBPl) + C(h3;Py),
C((hiy + bIh3,) Pr + (B3, + b3h3,) P

+ (hiyh3s + bih34h3, + b33 h5) PLP2) Y. (17)

The overall rate region is the union of (17) over all choicqﬁ P
of (by,b2) that satisfy (15). Similar to the CAF case, this rate

region generally is also a pentagon.

D. Outer Bound

Maximize
Subject to

CRl+R2
P+P+P<P
P>0,:i=1,2,3

g(PlaP27P3)§O (20)

whereCg, +r, iS the sum-rate capacity, defined as the max-
imum achievable sum rate, given in Section Il by the right-
hand side of the inequalities that describe the rate regions for
different communication strategies, and; , P, P3) < 0 rep-
resents the relay power constraint, expressed in (4), (7),(10),
and (15) for TSAF, CAF, TSDF, and CDF, respectively. Note
that for all relaying strategieg( P;, P, Ps) is a linear function

For TS, TSAF, and CAF, the sum-rate capacity consists of
logarithmic functions. In these cases, the above optimization
problem is convex. By applying Lagrangian multipliers and
considering the Karush - Kuhn - Tucker conditions, we obtain
the following optimal power allocations. The detailed deriva-

For comparison with the constructive inner bounds of thgons are provided in Appendix B. For TS, we have
capacity region achieved by the communication strategies

above, we develop a cut-set OB using the Max-Flow Min- P = [P+h542 - hff]*

Cut theorem [19]. It is clear from Figure 1 that two important 2

cuts are the one that isolates the destination and the one that P, — [P + hff — h2_42}+ 1)
isolates the sources. Lst be the portion of time dedicated to 2 2 '



For TSAF, we have Solving the convex versions of optimal power allocation in
) o) b2 0?2\ 99 TSDF and CDF using a procedure similar to those for TSAF
P - [(042 —af)(ag3 +1) + (P - %)azhgar and CAF, we have for TSDF
aihis + a3hs; + ajazhizhs,

-2
(03 — o) (o + 1) + (P — *5d)atnd, g+ Pt
P2:[a1 %2(;1222 TR - 13} EERACR
athis + azhys + ajoshighss Pa2_2
Py = oty + o, @2 TR
For CAF, we have Py = %, (26)
G g L B g L SR
P = { Bihi;+1V 4 T (B2 +65)h3, +1 24 T (B8R and for CDF
2(h3,h3, + ﬁghﬁh%hggjﬁih%h%wg‘l) b2+1 72 272 2 272
o (BZ+BD)h2,+1 p —b%ﬁ(hM +bh3,) + (R34 + b3h3,) 1 +
P— 3} — B3+ Pi=| |
3 FR 1) 208 +1) " 2AnE, 1, + 0T334 4 13h, 13,
17713 2
252 1,2 27,2 2,2 p2 h? + b2h2,) — bp+l h3 + b2h32
O+ bt~ 0 i) p o [P T sl B
P2 = X 2h2 h2 h2.4+B2h2. h2, h2 2(b2 + 1) 2(hl4h24 + blh24h34 + b2h14h34)
2(h2 hQ + Bahisha hos+B7hizhs, 34)
147124 (BZBDRI, +1 Ps =b2P) + b2 Ps. (27)
P— 2 _ 3244
+ # We briefly discuss some implications of the above power
2(B2h3, + 1) S . .
g 2 o o optimization results in the following.
Py = fihiPy + Bylas P + 51 + 3, (23) " “First, in all of the above relaying strategies, the optimal

where[]* denotesnax{0, -}, ensuring that only non-negativePOWer allocation attempts to equalize the received SNR of

power assignments are allowed. Note that the above soluti@Rch source at the destination. For example, in TSDF and
CDF, we observe that the assigned powers are approximately

for TSAF and CAF are functions of the amplification param= : . X -
etersaq, as, 31, andB,. Hence, to obtain the maximum sumProportional to the inverse of the dedicated power coefficients

rate, an additional step of numerical optimization over thedd the relay. Similar arguments can be made about TSAF and

parameters are necessary. CAF. Hence, the optimal power policies have a water-filling
For TSDF and CDF, the minimum functions in the sum[14] flavor in t_he”,]' i ) ,

rate capacity leave us with a non-convex problem. In orderS€¢ond unlike in relaying, the optimal power allocation

to simplify the analysis in these cases, we consider only tHe TS_ provides g_reater power fo_r the channel_ W'Fh better

condition that the channel gain of the links connecting tHePnditions. In particular, the following relation exists:

sources to the relay are sufficiently high, such that the overall P —Py=h32— h2 (28)

sum rate is dominated (limited) by the sum rate from the 2 e

sources and the relay to the destination. In this case, we aanthathi4 > hoy = P; > P». This can be considered a form

rewrite (14) as of opportunistic transmission [14].
1 Finally, equal power assignment in some scenarios is the
Ry < ZC(( 2, +a2hi)P) optimal policy. e.g. In CDF, if we chooslg = b, = - and
1 consider a symmetric model, wheftgs = hso3, andhyy =
Ry < 10((@4 + a3h3y) P2). (24)  hyy, equation (27) results in equal assignment of powBrs:
%, 1 = 1,2,3. We further study the performance of equal
and (17) as power allocation in Section V.
1 2 212
By = 30((ha +brhaa) 1) V. NUMERICAL RESULTS
Ry < gc((h§4+b§h§4)P2) We compute the rate regions and maximum sum rates,
1 ) - ) - and present numerical results to illustrate the performance of
Ry + Ry < 5CO((hiy + bihgy) Py + (hyy + bhss ) Py different communication schemes. In all cases, we consider
+ (W22, + V22,2, + V2R3, h2,) P Py). (25) attenuating channels, where the channel gains are less than

unity, since they are more likely to occur in practice than
This way, the power optimization problem for TSDF and CDEmplifying channels; however, the results in most cases can
can be approximated by a convex problem. It is intuitive thate extended to amplifying channels as well. In the following
in general, the relay is beneficial only if it has a strong link teub-sections, we first study the case of assigning power equally
the sources. Therefore, the imposed condition still allows ota all transmitters, then present the optimal power allocation
analysis to be applicable to most of the important scenaricessults, and finally illustrate an example scenario where the
for TSDF and CDF. This is also confirmed in our numericaources and destination are fixed while the relay is moved
results in Section V. along a line between them.
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Fig. 2. Equal power allocation: impact of various channel conditions on the performance of each strategy.<ako4 = h13 = heg = haq = 0.5. (b)
hi4 = hog = 0.25 and h13 = h23 = h34 = 0.5. (C) hi4 = hog = h34 =0.5 andh13 = h23 = 0.25. (d) hi4 = hog = h34 = 0.25 and h13 = h23 =
0.5. (e) h14 = hoy = 0.25, hi13 = hog = 0.9, andh34 =0.4. (f) h14 = hoqg = h13 = ho3 = 0.25 and h34 = 0.5.

A. Equal Power Allocation cases provide much better rate regions than TSAF and TSDF
We assign equal powerg; = 20, i = 1,2, 3, to each of the respgctiyely. This suggests the benefit of network coding if
noded. Figure 2 depicts the resulting rate regions under eat§laying is used.
communication strategy for different configuration of channel Figures 2(d) and (f) illustrate the circumstances where either
gains between the sources, relay, and destination. Figure 2@? links that connect the sources to the relay or the link that
the channels have equal channel gains; 2(b): the direct lilR{S the relay to the destination have better states than the
have the worst channels and all the links connected to tAder ones. We see TS still has the dominant rate region in
relay have equal channel gains; 2(c): the links between tHiese cases. In spite of the relay having similar channel gains
sources and the relay have the worst conditions amongst af; direct links, all relaying strategies use a smaller portion of
2(d): the links between the sources and the relay have pethg total transmission time to send fresh information to the
channel gains than others; 2(e): the relaying links have betf§stination, which leads to degradation in the performance.
conditions than the direct links, and the links between thherefore, we conclude that, under the collision model, the
sources and the relay do not limit the rate; and 2(f): tHé&lay is beneficial only whebothincoming and outgoing links
channel gain of the link between the relay and the destinatihthe relay are strong.
is dominant.
We can observe from Figures 2(a) and (c) that the TS rate Optimal Power Allocation

region far exceeds the rate regions of the relaying strategies . .
This is an intuitive result, since in these scenarios the channe ext, we study the effect of optimal power aIIocanqn. we
set the total available power tB = 60. For fair comparison

gains of the direct link is strong compared with the relfig aween the vari mmunication stratedi we ch
links. Furthermore, we observe that the TS rate region touc gwee € various communication stralegies, we choose

the outer bound aR, = Ry, indicating that TS is in fact channel gains the same as the scenario of Figure 2(e), where

the optimal communication strategyhen the direct links are the relay I|r.1ks. have better phannel cond|t|qns than the direct
strong. links. We distribute the available power optimally among the

In Figures 2(b) and (e), the links that join the relay t(gellgy andssgurces atls texplt?]med t:n Sel;:Itlon tIV' . £ diff
the other nodes have better conditions than the direct IinkstIgure _emt(_)ns r;a E‘;S ne ac (ljeva era e"regl?_ns 0 hl er-
from the sources to the destination. It is apparent that in the communication strat€gies, under power aflocation schemes

cases the relay strategies give better performance than | L maximizes the sum rate. For T.S’ equal time sharing
Moreover, CDF operates close to the E-OB, which sugge&sassumEd _by defauIF. For the relaying strategies, we plot
that, under the requirement of service fairness (i.e., equal tidhs rate regions for different;, 5, a;, andb; values. An

sharing between sources), there may be no pragmatic need!%?ortant observation here is that, under optimal powers, there

more elaborate relaying schemes than CDF. CDF dominates alf drastic expansion of the TS rate region from the case of

other communication strategies, using only a simple netwo‘f"lgual power allocation. In contrast, CDF, the best relaying

coding approach. This exemplifies the efficacy of networtrategy under equal power allocation, experiences little rate

layer relaying compared to the physical-layer approaches Sdg}irovement.

as TSAE and CAF. Furthermore. CAF and CDF in these nother interesting observation is the dominance of TSDF
' ' over other relaying methods in term of the maximum sum rate.

IRecall that all powers are normalized to have the unit of one noise varianddie rate region of TSDF is larger than the rate regions of other
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Fig. 3. Optimal power allocation: The shaded regions represent the acheivable position of relay
rate regions under each relaying strategy, and the boundary of the TS’ rate (b) Optimal powery = 2, d; = 0.1 andds = 3

region is specified by the cyan color line.

strategies except CDF, but TSDF reaches far better sum rates
than CDF. Note that the overall rate regions in Figure 3 may
not necessarily be larger than those in Figure 2(e), because of
the constraint of sum-rate maximization.

Furthermore, on the one hand, the fact that the sources have
less time to transmit in TSDF compared with CDF and yet
TSDF can achieve better sum-rate, stresses the importance of
power allocation. On the other hand, the fact that the sources
have more time to transmit in CDF than in TSDF, and CDF
achieves better individual rates for the sources, suggests the
potential for joint power, time, and coding design. Overall,
comparing Figure 2(e) with Figure 3, we can conclude that,
with appropriate allocation of system resources, time and
power in this case, one can reduce the need for relaying.
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C. Case Study: Moving Relay positfon of rela?/

In this section, we present a case study, where the channel (d) Optimal powery = 2, di = 0.25 andds = 5
gains are determined by the distance from a moving relay
to the sources and the destination. We compare the sum-fdée4- Moving relay, with low path loss.
performance of all communication strategies to select the best
strategy given the location of the relay.

Consider the symmetric structure of Figure 1, where t
sources and the destination form an isosceles triangle, and E

relay can be placed anywhere on the perpendicular bisecto igures 4 "?‘”d S demonstrat_e the numerical results “r?der
that passes through the destination. Hetrepresent half of equal and optimal power allocations, for low path loss and high

the distance between the two sources, dpdepresent the path loss, respectiyely. Note that parts of the C.:DF and TSDF
distance of the destination to each source. We define e 'e> for th.e. optimal power case are cutoff in some .pllots,
position of the relay in terms of its distance to the midpoi pr relay positions that do not satisfy the channel conditions

of the line joining the sources, and compute the maximu ading to (24) and (25).

sum-rate achievable by each strategy for any position of theBOth figures show that, for all scenarnos, whenever the relay
IS close to the sources or the destination, TS out performs the

e assumeP, = P, = P3 = 20, and for optimal power
cation, we assum® = 60.

relay. . .
We consider different channel gains given by transmiss,i(sjrﬁher strategies, even though the r(_alay_ has one strong [|nk
path loss: either to the sources or to the destination. This observation

b —d 8 (29) validates the resu_ltg; obtaine_d from Figures 2(d) gnd _(f). For the
Y v relay to be beneficial, both incoming and outgoing links must

whered;; is the distance between the nodeand j, andr be stronger than the direct source-destination link. In contrast,

is the path-loss exponent. Again, for equal power allocatiothese figures show that the relay strategies, especially CDF



suggests that even the optimal allocation of resources is
not sufficient to support TS. Under both, equal or optimal

allocation of power, the DF strategies show better performance
over the AF strategies and TS. Furthermore, the relative
performance between TSDF and CDF depends on the location
of the relay. TSDF uses a smaller amount of time to transmit

maximum achievable sum rate

0 05 1 15 : fresh information to the destination in comparison with CDF;
position of relay however, it can provide stronger copies of the transmitted data
(a) Equal powery = 3, d; = 0.1 anddy = 2 for the destination by dedicating more power to the individual

messages of the sources. The performance advantage of TSDF
for some relay positions suggests the trade off between time
and power in different relaying strategies.

Finally, we observe that CDF always has the highest zenith
point amongst all relaying strategies, so that if the relay
location is free to choose by the system designer, CDF is the
overall best relaying strategy. This, again, reflects the benefit
of network coding based schemes. The proposed analysis

maximum achievable sum rate

. 1 .
position of relay additionally provides quantitative design guidelines on where
(b) Optimal powery = 3, di = 0.1 anddz = 2 to optimally place the relay for different relaying and coding
. strategies.
£1s5 FoAF
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@ ©CDF VI. CONCLUSION
= STSDF . .
g 1 ATS In this paper, we study a multiple access relay network
= ©O0B .. ..
g under the collision model where concurrent transmissions are
§o. not allowed. We present various relaying strategies, including
=
©
£

‘ ‘ ‘ time-sharing AF and DF, and variants of linear network
08 csitionotrelay coding in the physical layer and the network layer respectively
combined with AF and DF. We develop their achievable rate
regions and compare them with that of source time sharing
without the relay and with cut-set outer bounds of the capac-
ity region. We further derive optimal power allocation poli-
cies for each communication strategy. Our numerical results
demonstrate that optimal power control policies under some
conditions can obviate the need for relaying, which emphasizes
the importance of resource management in the networks under
consideration. Comparing the rate regions under equal and

o

(c) Equal powery =4, dp = 0.1 anddy = 2

maximum achievable sum rate

0 0.5 1 1.5

" position of relay optimal power allocations gives us insights on the amount
(d) Optimal powery = 4, d; = 0.1 andds — 2 of performance gain that optimal power control policies can
introduce, in comparison with the amount of complexity that
Fig. 5.  Moving relay: with high path loss. they add to our network.
APPENDIXA

and TSDF, can be helpful in the intermediate positions, when
the above condition is satisfied. PROOF OFCAF RATE REGION

Another interesting observation is the improvement to TS Equation (8) describes a multiple access channel (MAC)
sum rates under power optimization, such that it can dominah two transmitters and one receiver. Hence, the rate pair
all relaying strategies in some cases, no matter where the re(& [22) should satisfy

is, as shown in Figure 4(b). Optimal power allocation reduces 1

the advantage of relaying, even when the relay is in the middle Ry < 3 p(wff)apfm) 1(X1;Y[Xs)

between the sources and the destination, so that the channel

gains for the relay is strong. In other words, TS exploits better Ry < 3, nax I(X2;Y[X1)

scheduling and power management to alleviate the impact of p(zl)lp(m)

lower channel gains. Note that, although the relaying strategies Ri+ Ry < - max I(X1,X2Y) (30)
that we have investigated are not the only possible ones, the p(@1)p(e2)

proximity of the TS rates to the outer bound in some casesherep(z;) is the probability function ofX;, andI(A; B) =

and the overhead cost of more elaborate relaying strategi&s,A) — H(A|B) whereH(.) is the relative entropy function.

may still obviate the need for relaying. The one-third fraction in front of each inequality is the
As we increase the channel path loss exponent, Figureednsequence of time sharing between the nodes.



For the first inequality, we have
h14
H( 0
Brhizhag

Z14
Zo4 )
hs3a(B1Z13 + B2Za3) + Zsa

= X84

Z14

Za )
h34(B1Z13 + B2Z23) + Z34

Under the hypothesis of an AWGN channel

H(Y|X1,X5) = C((2me)3det Kz — 1), where K represents

the covariance matrix. Furthermore, we haldY|X;) <

C((2me)®det Kx, z — 1). Hence, 0

I(X1;Y|X2) < O((2me)® det Kx, 7z — 1) — C((2me)®> det Kz — 1)
[2]

— H( (1)

hig P+l 0 Brhishiahza P
det 0 1 0
_ 110 ( BrhishishsaPy 0 ﬁfh%3h§4p1+h§4(ﬁf+ﬁg)+l ) [3]
2 % 10 0
det [0 1 0 ]
0 0 h3(87+635)+1
1 62h2 h2 5
= R; < =C((h? 1113134 P, 39
=gt a1 (32)

The other rate region boundaries can be derived similarly from
the other inequalities. This completes the proof of the raté)
region (9).
[71
APPENDIX B
DERIVATION OF OPTIMAL POWER ALLOCATIONS

We show the derivation of optimal power allocation for[g]
CAF. The derivation for TS, TSAF, and modified versions
of TSDF and CDF are similar and are omitted due to page
limitations. [9

Denote byP the vector of power allocations, and the
vector of Lagrangian multipliers. The Lagrangian function of
our problem is [10]

3 [11]
L(P,\) =—Cr,tr, — 3 AiPi+ \a(PL+ Py + Py — P)
=1
+ As(BThis Py + B3h3s Py + BF + B3 — P3).
(33) 3

Note that the last term above corresponds to the relay POVYE,
constraint specific to CAF, as shown in (7). To ensixe>
0, i = 1,2,3, the complementary slackness imposges=
0, i = 1,2, 3. Applying the KKT conditions to (33) will result
in,

(12]

(18]

[16]
L
867 =0= A4 = X5
3
/\4:)\5 [17]
9P, 0P, 0"= BhI, 11 1(/€p1) TR, 11 1(/‘?172) [18]
1 2 1217%3}1?’)4
= h :
g1 G )+ 1 i
1 B2h2,h2
_ h2 4 2'%23'°34 34
g1 T R ) 9

wherek = hi,h3,+
of Ay = As = 0 is not acceptable, since it imposé% =
0, i« = 1,2,3. Therefore,\; > 0, for i = 4,5, and from
complementary slackness

B3h3,h3h3,
h3, (B3 +63)+

Bih3,h35h5,
h3,(B7+B83)+1"

T+ The choice

P=P +P+Ps

P3 =B7hisPy + B3h33 Py + 37 + 53 (35)

Equations (34) and (35) describe a system of linear equations.
The solution of this system determines the optimal power
modehllocation.
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