Fast and sensitive alignment of large genomic sequences
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Abstract

Comparative analysis of syntenic genome sequences
can be used to identify functional sites such as ez-
ons and requlatory elements. Here, the first step is
to align two or several evolutionary related sequences
and, in recent years, a number of computer programs
have been developed for alignment of large genomic
sequences. Some of these programs are extremely fast
but often time-efficiency is achieved at the expense of
sensitivity. One way of combining speed and sensi-
tivity is to use an anchored-alignment approach. In a
first step, a fast heuristic identifies a chain of strong
sequence similarities that serve as anchor points. In
a second step, regions between these anchor points are
aligned using a slower but more sensitive method.

We present CHAOS, a novel algorithm for rapid
identification of chains of local sequence similarities
among large genomic sequences. Similarities iden-
tified by CHAOS are used us anchor points to im-
prove the running time of the DIALIGN alignment
program. Systematic test runs show that this method
can reduce the running time of DIALIGN by more
than 93% while affecting the quality of the resulting
alignments by only 1% .

The source code for CHAOS is available at
http://www.stanford.edu/~brudno/chaos/
An integrated program package containing CHAOS
and DIALIGN is available at
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http://bibiserv.techfak.uni-bielefeld.de/dialign/

1. Introduction

Cross-species sequence comparison is playing an in-
creasingly important role in genome analysis and an-
notation. The functional parts of the genome are
under selective pressure, and therefore evolve more
slowly than non-functional parts, where random mu-
tations can be tolerated without affecting the evo-
lutionary fitnes of the organism. Consequently, is-
lands of local sequence conservation often correspond
to functional elements. Comparative sequence anal-
ysis has been used for a variety of purposes, e.g. for
gene prediction [10, 3, 4, 20, 33, 30, 27] and identifica-
tion of regulatory elements [15, 17, 23, 11, 12, 23, 13].
One major advantage of these approaches is that they
are based on simple measurement of sequence simi-
larity and require little additional information about
the elements to be detected. While more traditional
statistical methods need large sets of training data
to construct species-specific models of genes or regu-
latory elements, the comparative methods essentially
depend on the availability of syntenic sequences at an
appropriate evolutionary distance, making them ef-
fective for analysis of the newly sequenced genomes,
when little training data is available.
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1. INTRODUCTION

If syntenic sequences are to be compared, the most
straight-forward approach is to compile a list of se-
quence similarities identified by a local alignment
method such as BLAST [2]; these similarities can
then be ranked according to some quality measure,
e.g. by their statistical significance [18]. One prob-
lem with this method is that a stringent cut-off crite-
rion needs to be applied in order to eliminate spurious
similarities, but such a threshold would also exclude
many weak but biologically important similarities.

It is well known that in eukaryotes large-scale
genome rearrangements are relatively rare events
during evolution; therefore the relative order of genes
remains conserved across fairly large evolutionary
distances. This fact can be used to reduce the noise
of false positive similarities in comparative genome
analysis. Rather than considering all local sequence
simliarities above some (arbitrary) threshold value,
one can search for chains of similarities, i.e. for sets
of similarities that respect the relative order within
the sequences under study. This combinatorial con-
straint can considerably reduce the noise of false pos-
itive similarities without preventing weak but bio-
logically important similarities from being detected.
Consequently, a new challenge in sequence analysis
is construction of global alignments of large genomic
sequences.

Recently a number of alignment algorithms have
been proposed that combine local and global align-
ment features by returning ordered chains of local
similarities. Since these algorithms must be able to
deal with large sequences, a trade-off between sensi-
tivity and speed is necessary. Some approaches for
genomic alignment use suffix-tree or hashing algo-
rithms to identify pairs of k-mers of a certain min-
imum length (and, possibly, a maximum number of
mismatches) [8, 22, 21]. These approaches are ex-
tremely time-efficient but are most effective at align-
ing sequences from closely related genomes, e.g. from
different strains of a bacterium [8]. Other approaches
are more sensitive and have been successfully used to
compare more distantly related organisms but these
methods are far more time-consuming and are cur-
rently restricted to sequences of a few hundred kb in
length [19, 25, 27]. A third approach is used in the
PipMaker [31] set of tools, where a local alignment

program implementing a gapped BLAST algorithm
(BLASTZ) is used.

Another possible way of combining speed and sen-
sitivity for genomic alignment is to (i) use a fast
heuristics to identify a chain of high-scoring sequence
similarities that can be used as anchor points for the
final alignment, and then (ii) use a more sensitive
method to align the regions that are left over between
these anchor points. Such an approach has been pro-
posed, for example, by Batzoglou et al. [4]. These au-
thors developed a computer program called GLASS
that aligns genomic sequences based on matching k-
mers. A recursive procedure is used where the mini-
mum length for matching k-mers is decreased at every
level of the recursion.

Generally, if sequences of length L, and L,, respec-
tively, are to be aligned, a first heuristic procedure
would define anchor points zg = 1,z;,...,z5y = L;
in the first sequence and yo = 1,¥1,...,yn = Lo in
the second sequence. This way, the search s%ace for
the final alignment procedure is reduced to >, , (z; -
Zi—1) X (yi — ¥i—1) compared to L, x Ly for the non-
anchored procedure. The idea is that strong local
sequence similarities identified by fast heuristics can
be expected to be part of an optimal alignment for
any reasonable objective function. Thus, if these sim-
ilarities are used as anchor points for the final align-
ment procedure the resulting alignment would still
be optimal or near-optimal with respect to the ob-
jective function employed in the second step. This
approach is related to divide-and-conquer strategies
for sequence alignment {16, 32].

Obviously, the more dense a chain of anchor points
(zo,¥0),---,{zN,yn) is, the higher is the reduction
of the search space and gain in speed for the final pro-
cedure — on the other hand, too many anchor points
could overly restrict the search space and result in
decreased alignment quality. The main challenge in
the anchored-alignment approach is therefore to find
a trade-off between speed and alignment quality -
to locate anchor points that are as dense as possible
while still leading to optimal or near-optimal align-
ments.

In this paper, we present a fast local alignment
tool called CHAOS (CHAins Of Scores). For a pair
of input sequences, CHAOS returns a chain of lo-
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cal sequence alignments that can be used as anchor
points to reduce the search space and improve the
running time of any sensitive global alignment proce-
dure. Herein, we show how these anchor points can
be used to speed up the DIALIGN alignment program
[24]. Systematic test runs demonstrate that this way
the running time of DIALIGN can be reduced by 1 -
2 orders of magnitude while the quality of the result-
ing alignments is only minimally affected. Moreover,
the relative improvement in speed increases with the
length of the input sequences, making our approach
particularly effective for alignment of large genomic
sequences.

2. Algorithm

The CHAOS algorithm works by chaining together
pairs of similar regions, one region from each of the
two input DNA sequences; we call such pairs of re-
gions seeds. More precisely, a seed is a pair of words
of length k with at least n identical base pairs (bp). A
seed s(!) can be chained to another seed s(2) whenever
(i) the indces of s(!) in both sequences are higher than
the indices of s, and (ii) s() and s are "near”
each other, with "near” defined by both a distance
and a gap criteria as illustrated in Figure 1. The fi-
nal score of a chain is the total number of matching
bp in it. The default parameters used by CHAQOS are
words of legth 7, with no degeneracy, a distance and
gap criteria of 20 and 5 bp respectively, and a score
cutoff of 25.

The seeds are located using a simplified version of
the Aho-Corasick [1} algorithm. A variation on the
trie data structure [9] which we call a threaded trie
(T-trie) is used to store the k-mers of one sequence.
A trie is a tree for storing strings in which there is
one node for every common prefix. A node which
corresponds to the word w,...w, would have as its
parent a node that corresponds to wy...wp—;. A trie
that contains all of the k-mers of some string each
leaf is at height k, and in each leaf we store all of
the locations where this k-mer occurs in the indexed
sequence.

A T-trie differs from a regular trie in that a node
that corresponds to the string w;...w, will also have
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a back pointer to the node which corresponds to
ws...wp. We start by inserting into the T-trie all of
the k-mers of one of the sequences, which we will
call the database. Then we do a "walk” using the
other, query sequence, where we start by making the
root of the T-trie our current node, and for every
letter of the query:

1. if the current node has a child corresponding
to this letter we make this child our current node,
and return any seeds stored in it.

2. otherwise make the node pointed to by our
back pointer our current node, and return to step 1.

As an illustration of why this method works well
in practice, assume that all of the possible k-mers
are present in the database (which is most likely the
case). Then, finding the k-mers that correspond to
the next letter of the query requires only two pointer
operations: the first is to follow a back pointer from
the k level node which is our current node, the second
to follow a down pointer from the resulting node to
the appropriate child. To allow degeneracy we per-
mit multiple current nodes, which correspond to the
possible degenerate words.

Let D be the maximum distance between two ad-
jacent seeds. The seeds generated while examining
the last D base pairs of the query sequence (Figure 1)
are stored in a skip list, a probabilistic data structure
that allows for fast searches and easy in-order traver-
sal of its elements [29]. The seeds are ordered by the
difference of its indices in the two sequences (diagonal
number). For each seed s found at the current loca-
tion do a search in the skip list for previously stored
seeds which have diagonal numbers within the per-
mitted gap criterion of the diagonal number of s. We
thus find the possible previous seeds with which s can
be chained. The highest scoring chain is picked, and
this chain can be further extended by future seeds. In
order to enforce the distance criterion we then remove
from the skip list all seeds which were generated D
base pairs from the position at which the new seeds
are, and insert the new seeds into the skip list.

CHAOS can be used as a stand-alone program for
local sequence alignment or as a pre-processing step
to find anchor points for any global alignment proce-
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Figure 1: The figure shows a matrix representation of
sequence alignment. The seed shown can be chained
to any seed which lies inside the search boz. All seeds
located less then distance bp from the current location
are stored in a skip-list, in which we do a range query
for seeds located within a gap cutoff from the diago-
nal on which the current seed is located. The seeds
located in the grey areas cannot be chained to in or-
der to make the algorithm independent of sequence
order.
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dure. In this case, once all of the local alignments are
identified, we use an algorithm based on the longest
increasing subsequence problem [14] to find the high-
est scoring montonically increasing subsequence of
alignments. In the present study we used such chains
of local alignments identified by CHAOS as anchor
points for DTALIGN.

3. Results

To test our method, we used a set of 42 sequence pairs
form human and mouse as compiled by Jareborg et al.
[17], they vary in length between less than 6 kb and
more than 227 kb, with an average length of 38 kb.
These sequences were used in a recent paper for a sys-
tematic comparison of five different software tools for
genomic alignment [27]; it was shown that DIALIGN
was the most specific of these methods though it was
considerably slower than the other methods. In the
present paper, we do not repeat the comparison of
these different alignment methods. Instead, we in-
vestigate how the running time of DIALIGN is im-
proved by the above described anchoring procedure
and how this affects the quality of the output align-
ments. First, we applied CHAOS to our data in order
to obtain chains of anchor points. Next, we aligned
the sequence pairs with DIALIGN, first without an-
choring and then using the anchor points identified by
CHAOS. We measured the running time for aligning
our test sequences with and without anchoring and
compared the quality of the resulting alignments. DI-
ALIGN was run with the translation option where lo-
cal similarity among DNA sequences is compared at
the peptide level, see [26].

When CHAOQS is run with default parameters the
density of the returned anchor points was, on aver-
age, 2.1 anchor points per kb; the total CPU time
for running CHAOS on all the 42 sequence sets was
94 s on a SUN Ultra Enterprise 420 with a 450MHz
CPU. The total CPU time for aligning the 42 se-
quences pairs with the standard version of DIALIGN
—i.e. without anchor points — was 179,001 s, i.e. more
than two days. By contrast, running DIALIGN using
the anchor points found by CHAOS with the default
cut-off value took only 11,391 s of CPU time. Thus,
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the combined running time for the anchored align-
ment procedure — i.e. the time necessary for finding
the anchor points plus the running time of the align-
ment final procedure using these anchor points — was
only 6.4 % of the original running time of DIALIGN.
If CHAOS is run with decreased cut-off parameters,
larger chains of anchor points are found. Thereby the
search space for DIALIGN is further decreased and
the running time is improved accordingly. On the
other hand, this option leads to slightly decreased
quality of the final alignments as shown in Table 1.

To compare the quality of the anchored alignments
to the non-anchored ones, we used two different mea-
sures of alignment quality. First, we considered the
numerical alignment score that is employed by the
DIALIGN program. DIALIGN construcs alignments
by assembling pairs of un-gapped segments, so-called
fragments. Each possible fragment is given a qual-
ity score and, for pairwise alignment, the program
identifies a chain of fragments with maximum total
score; the scores of the fragments are defined based
on probabilistic considerations as explained in [24].
We considered the total sum of scores of the align-
ments produced with and without anchoring option,
respectively. For the non-anchored DIALIGN align-
ments, the sum of scores was 54,214. If CHAOS was
applied with the default cut-off in order to anchor
the DIALIGN alignment, the total sum of scores was
53,658, i.e. the numerical alignment score was re-
duced by only 1.02% while the running time was re-
duced by more than 93%.

Next, we tried to compare the biological quality of
the returned alignments. The 42 sequence pairs con-
tain a total of 77 known gene pairs and we investi-
gated to what extent the alignments with and with-
out anchoring option were able to identify protein-
coding regions. We compared the different align-
ments at the nucleotide level, i.e. a nucleotide that
is part of a selected fragment is considered a true
positive (TP) if it is also part an annotated exon
and as false positives (FP) if it is not; true and
false negatives (TN and FN) are defined accordingly.
We used the usual measures for prediction accu-
racy, namely sensitivity = TP/(TP + FN), speci-
ficity = TP/(TP + FP), and approzimate correla-
tion = 0.5((TP/(TP + FN) + (TP/(TP + FP) +
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(TN/(TN + FP)+ (TN/(TN + FN)) - 1.

The sensitivity of DIALIGN without anchoring op-
tion was 83.68%, the specificity was 40.06%, and
the approximate correlation was 57.31%. Note that
DIALIGN is a general-purpose alignment program
and does not attempt to find exact exon boundaries.
Therefore, these results roughly reflect the ability of
DIALIGN to identify biologically functional regions
but they cannot be compared with specialized gene-
finding programs. With the new anchoring option,
the sensitivity of DIALIGN was 83.44%, the speci-
ficity was 40.53% while the approximate correlation
was 57.51%. Here, the results for the anchored align-
ments were even slightly better than for the non-
anchored ones though the difference in quality was
minimal. By comparison, for CHAQOS alone (i.e.
without using DIALIGN in the second step), sensi-
tivity was 50%, specificity was 45% and approximate
correlation was only 44%.

Finally, we wanted to know how the relative im-
provement in program running time that we achieved
by our anchoring method depends on the length of
the input sequences. The main benefit of reduced
running time of DIALIGN is that this way the pro-
gram becomes applicable to genomic sequences that
are currently beyond its scope, so we wanted to esti-
mate the behavior of the running time for very long
sequences. Let d be the average distance between
two anchor points and let L be the maximum se-
quence length. If the anchors are evenly spaced over
the length of the sequences, one has approximately
L/d anchor points while the search space between
any two adjacent anchor points is d2. Thus, the the
search space for the anchored alignment procedure
would be L/d x d2 = L x d compared to L? for the
non-anchored algorithm.

The running time for our algorithm would there-
fore grow linearly rather than quadratically with the
sequence length, so the relative improvement in run-
ning time that is achieved by using anchor points
grows with the sequence length. In reality, it is diffi-
cult to estimate the distribution of distances between
anchor points since this depends, of course, on the se-
quences being compared. Nevertheless, for our data
we could confirm that the improvement in running
time was larger for longer sequences (Figure 2).
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Figure 2: Relative improvement in program running time for 42 pairs of genomic sequences form human
and mouse of different length. Each point represents one sequence pair. The z-axis is the medium sequence
length of sequence pairs while the y-axis is the relative running time of the anchored alignment procedure
compared to the non-anchored procedure.
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program
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C+D
C+D
C+D
C+D
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35
30
25
20
15
10

35
30
25
20
15
10

CHAOS-DIALIGN results

cut-off anc./kb

1.4
1.7
21
2.8
4.2
6.5

CPU % CPU
179,001  100.0
14,334 8.0
11,717 6.5
11,485 6.4
8,964 5.0
7,404 4.1
6,696 3.7

92

92

94

93

93

94

score
54,214

53,839
53,820
53,654
53,642
53,208
52,684

% score
100.0

99.3
99.2
98.9
98.9
98.1
97.1

Sn

83

83
83
83
83
82
82

43
46
50
53
57
60

Sp AC
40 57
40 57
40 57
40 57
40 57
41 57
41 57
48 42
47 43
45 4
43 4
39 43
34 42

Table 1: Total CPU time and alignment quality for DIALIGN (D), DIALIGN anchored with CHAOS (C+D)
and CHAOS (C) applied to a set of 42 pairs of genomic sequences from human and mouse [17]. CHAOS was
run with varying cut-off parameters. Lower cut-off values for CHAOS produced higher numbers of anchor
points resulting in a decreased search space for the final DIALIGN alignment procedure thus leading to
improved running time but slightly decreased alignment quality. The average number of anchor points per
kilo base is shown (anc./kb). Score is the total numerical score of all produced DIALIGN alignments, i.e.
the sum of the scores of the segment pairs the alignments consists of. As a rough measure of the biological
quality of the produced alignments, we compared local sequence similarities identified by DIALIGN and
CHAOS to known protein-coding regions. Here, Sn, Sp and AC are sensitivity, specificity and approzimate
correlation, respectively. For the D and C+D results, DIALIGN was evaluated by comparing all segment

pairs contained in the alignment to annotated exons.
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4. Discussion

CHAQOS is a novel heuristic local alignment program
for large genomic sequences. Most of the methods
for heuristic local alignment, such as BLAST (2] and
FASTA [28] were developed when the bulk of avail-
able sequence where proteins. It has been shown that
such algorithms are not as efficient in aligning non-
coding sequences [5]. With the new availability of
genomic sequences it is appropriate to refine the al-
gorithms used for local alignment so that they more
closely reflect the fashion in which the genomic se-
quences are conserved. Unlike other fast algorithms
for genomic alignment, CHAQOS does not depend on
long exact matches, does not require extensive un-
gapped homology, and allows mismatches in seeds,
all of which are important when comparing distantly
related organisms or non-coding regions, where con-
servation is generally much poorer than in coding ar-
eas.

Some previous algorithms for anchored global
alignment have worked by first identifying very strong
local similarities among the input sequences and
adding weaker similarities later. The problem with
this approach is that one high-scoring spurious match
can lead to a wrong output alignment where many
weaker but biologically important homologies may be
missed. By contrast, CHAOS searches for the high-
est scoring chain of local alignments. This way, a
numerically high-scoring but biologically wrong local
alignment can be conterbalanced by several weaker
local alignments if the total score of these alignments
exceeds the score of the one wrong alignment.

We demonstrate that the chains of local alignments
returned by CHAOS can be used to anchor the DI-
ALIGN alignment procedure, significantly improving
the alignment speed, without affecting the quality of
the resulting alignments. To compare the quality of
the anchored and non-anchored alignments, we com-
pared the numerical scores of the resulting alignments
as well as their biological quality. The numerical
scores that we used are the scores for alignment qual-
ity as employed by DIALIGN. That is, we measured
the sum of the scores of the segment pairs an align-
ment is composed of. The biological alignment qual-
ity was measured by comparing (local) alignments to

existing protein-coding exons. This is, admittedly,
a very rough measure of alignment quality as non-
coding functional elements are completely ignored.
However, in the absence of reliable benchmark data
for genomic sequence alignment, comparing identified
sequence similarities to known exons gives us an ef-
fective approximation for assessing the performance
of different alignment methods.

Several studies have shown that DIALIGN is highly
efficient in identifying coding regions and regula-
tory elements in genomic sequences [11, 13, 27, 6, 7]
and a new gene-prediction program called AGenDA
(Alignment-based Gene Detection Algorithm) has
recently been developed that takes DIALIGN align-
ment as input information [30]. However, DIALIGN
used to be far slower than other programs for genomic
alignment so its applicability was limited to sequences
of a few hundred kilo bases. With the new anchoring
option and anchor points created by CHAOS, DI-
ALIGN as well as other slow but sensitive alignment
programs can be applied to a much larger range of
sequences.
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