
Pose Space Deformation: A Unified Approach to Shape Interpolation and
Skeleton-Driven Deformation

J. P. Lewis∗, Matt Cordner, Nickson Fong

Centropolis

Abstract
Pose space deformation generalizes and improves upon both shape
interpolation and common skeleton-driven deformation techniques.
This deformation approach proceeds from the observation that sev-
eral types of deformation can be uniformly represented as mappings
from a pose space, defined by either an underlying skeleton or a
more abstract system of parameters, to displacements in the ob-
ject local coordinate frames. Once this uniform representation is
identified, previously disparate deformation types can be accom-
plished within a single unified approach. The advantages of this
algorithm include improved expressive power and direct manipula-
tion of the desired shapes yet the performance associated with tradi-
tional shape interpolation is achievable. Appropriate applications
include animation of facial and body deformation for entertainment,
telepresence, computer gaming, and other applications where direct
sculpting of deformations is desired or where real-time synthesis of
a deforming model is required.

CR Categories: I.3.5 [Computer Graphics]: Computational
Geometry and Object Modeling—Curve, surface, solid and ob-
ject modeling I.3.6 [Computer Graphics]: Methodology and
Techniques—Interaction techniques I.3.7 [Computer Graphics]:
Three-Dimensional Graphics and Realism—Animation
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1 Introduction
Free form deformation has been approached from several distinct
perspectives. As an abstract and general problem, good methods
have been obtained both using the well known technique that bears
this name [32, 12, 17] and other kinematic surface deformation
techniques, and with physical models that simulate the time evo-
lution of a membrane or solid.

The animation of human and creature skin deformation is ar-
guably the most common and important application of free form de-
formation in computer graphics. While such creature animation can
be considered a special case of general free form deformation, its
importance and difficulty have lead researchers to propose a number
of domain-specific algorithms that will be reviewed in Section 2.

The problem of realistic facial animation is being actively and
successfully addressed by image-based and hybrid techniques.
These techniques are not yet suitable for all applications, however:
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while a purely image-based approach can achieve very realistic im-
ages, this advantage may be lost if one needs to introduce geome-
try and surface reflectance in order to re-light characters to match
preexisting or dynamically computed environments. Film and en-
tertainment applications require fanciful creatures that fall outside
the scope of image-based approaches.

Some of the most impressive examples of geometry-based (as
opposed to image-based) human and creature animation have been
obtained in the entertainment industry. These efforts traditionally
use shape interpolation for facial animation and a standard but
variously-named algorithm that we will term skeleton subspace de-
formation (SSD) for basic body deformation [25, 9]. While shape
interpolation is well-liked by production animators, it is not suitable
for skeleton-driven deformation. On the other hand SSD produces
characteristic defects and is notoriously difficult to control.

These issues, which will be detailed in the next section, lead us
to look for a more general approach to surface deformation. We
consider the following to be desirable characteristics of a skeleton-
based surface deformation algorithm:

• The algorithm should handle the general problem of skeleton-
influenced deformation rather than treating each area of
anatomy as a special case. New creature topologies should be
accommodated without programming or considerable setup
efforts.

• It should be possible to specify arbitrary desired deformations
at arbitrary points in the parameter space, with smooth inter-
polation of the deformation between these points.

• The system should allowdirect manipulationof the desired
deformations [33].

• The locality of deformation should be controllable, both spa-
tially and in the skeleton’s configuration space (pose space).

• In addition, we target a conventional animator-controlled
work process rather than an approach based on automatic sim-
ulation. As such we require that animators be able to visual-
ize the interaction of a reasonably high-resolution model with
an environment in real time (with ‘high resolution’ defined in
accord with current expectations). Real time synthesis is also
required for applications such as avatars and computer games.

Our solution, termedpose space deformation, provides a uni-
form and expressive approach to both facial skin deformation and
skeleton-driven deformation. It addresses the previously mentioned
drawbacks of shape interpolation and SSD while retaining the sim-
plicity and performance associated with these techniques.

The next section reviews various approaches to free form de-
formation and describes shape interpolation and skeleton subspace
deformation algorithms. The pose space deformation algorithm re-
quires well behaved and efficient scattered data interpolation in high
dimensional spaces; Section 3 considers this issue. The pose-space
deformation algorithm itself is described in Section 4; examples
and applications are shown in the last section.



2 Background
Recent research has delivered significant improvements in many ar-
eas of character animation, including surface representation, model
capture, performance capture, and hybrid (partially image-based)
rendering approaches. In this literature review we focus specifically
on milestones in the surface deformation models and necessarily
omit other important contributions.

2.1 Surface Deformation Models
Continuous deformation of a character skin was first addressed in
Parke’s pioneering facial animation work [26]. In this work, control
vertices were deformed by custom algorithmic implementation of
carefully selected high-level parameters (‘raise-upper-lip’, etc.).

Komatsu [13] and Magnenat-Thalmann et. al. [23] demonstrated
human body deformation driven by an underlying skeleton. The
region and shape of deformation is algorithmically defined in each
of these approaches. Magnenat-Thalmann et. al. developed algo-
rithms for each of the various joints in the hand. The discussion in
Komatsu focuses on the elbow and shows how the skin crease on
the acute side can be obtained by a suitable algorithmic manipula-
tion of the surface control vertices. The algorithms in this early
work do not suffer the ‘collapsing elbow’ characteristic of the SSD
algorithm (below). On the other hand, the algorithms are specific to
particular types of joints and are perhaps too simple to portray the
complexity and individual variability of real anatomy.

The short filmTony de Peltrie[3] popularized the use of shape in-
terpolation for facial animation. Forsey [11] describes a character-
oriented deformation scheme in which the bending of a smooth
surface can be controlled by anchoring levels of a multi-resolution
spline surface to the underlying skeleton. These efforts are distin-
guished from the previous purely algorithmic approaches in giving
the modeler control of and responsibility for the deformation.

The specification and animation of surface deformation remains
an active area of investigation [17, 10]. The Wires technique [22]
is one interesting recent contribution; this approach is notable in
providing a direct manipulation interface in a form immediately fa-
miliar to sculptors (armatures).

2.2 Multi-Layered and Physically Inspired Models
Chadwick, Haumann, and Parent [7] introduced a multi-layered and
physically inspired approach to skin deformation. In their model
a free-form deformation abstractly represents underlying body tis-
sues and mediates skin movement. Chadwick et. al. demonstrated
expressive three-dimensional cartoon characters but deformation of
a realistic character was not shown.

Other researchers have investigated modeling the underlying
body tissues in greater depth [27, 24, 8, 35]. Most recently, sev-
eral groups have undertaken ambitious efforts to produce anatom-
ically inspired multi-layered models of animals and humans with
considerable verisimilitude. Nedel and Thalmann [19] simulate
the surface deformation of muscles using spring mesh dynamics; a
modeled skin cross section is reshaped by a ray-casting procedure
that finds the maximum displacement of the underlying tissue. Sev-
eral papers by Wilhelms and coworkers have shown anatomically
representative human and animal models. In Wilhelms and Van
Gelder [36] several classes of muscles are algorithmically modeled
with attention to volume conservation; skin is a spring mesh an-
chored to underlying tissue or bone in appropriate areas. Scheepers
et. al. [31] produced convincing representations of muscles as well
as preliminary but promising skin deformation.

2.3 Common Practice
In recent years character animation has moved beyond being a re-
search topic and sophisticated deforming characters routinely ap-
pear in films and on television. Various techniques are employed,
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Figure 1:The skeleton subspace deformation algorithm. The deformed position of a
pointp lies on the linep′p′′ defined by the images of that point rigidly transformed by
the neighboring skeletal coordinate frames, resulting in the characteristic ‘collapsing
elbow’ problem (solid line).

including manually animated FFDs and custom procedural ap-
proaches in the spirit of [26, 23, 13]. Arguably the most com-
mon practice in character animation (as reflected in commercial
software, animation books and courses, and some custom software)
is founded on the twin techniques of shape interpolation and SSD
[18, 9].

2.3.1 Shape Interpolation

Shape interpolation (also called shape blending and multi-target
morphing) is probably the most widely used approach to skin de-
formation for facial animation [3, 18, 9]. Surface control vertices
are simply an animated linear combination (not necessarily con-
vex, i.e., individual weights can be greater than one or less than
zero) of the corresponding vertices on a number of key shapesSk:∑

k=0
wkSk. A variation of this technique uses a single base shape

S0 and a number of delta shapes,S0 +
∑

k=1
wk(Sk − S0). By

writing the delta shape form as(1 − ∑
1
wk)S0 +

∑
1
wkSk it is

clear that the space of achievable shapes is identical in both varia-
tions.1 An attractive feature of shape interpolation is that the desired
expressions can be directly specified by sculpting.

The limitations of shape interpolation.Given the popularity and
effectiveness of this simple approach, it would be desirable to em-
ploy it on regions of the body other than the face. The blending of
rigid shapes is inconsistent with regions of the body that are bend-
ing under the action of an underlying skeleton, however. Of course
the key shapes could be deformed to the moving articulated figure
using some other algorithm, but this defeats the purpose of propos-
ing shape interpolation as the means of obtaining the deformation
in question.

Shape interpolation also has some drawbacks for its intended
role of facial animation. For one, the interpolation is not always
smooth. Consider interpolating from a smile (shape A) to a neutral
pose (B) and then to a frown (C). An individual vertex travels in a
straight line between A and B and again in a line between B and
C. Selecting smoothly changing weights withdw/dt = 0 at the
key shapes merely causes the deformation to “ease in” and stop at
each key pose before continuing on – the time derivative of control
point motion is smooth, but the motion path itself is only piecewise
linear (parametric versus geometric continuity). In practice ani-
mators object to the linear nature of the interpolation [34] and have
sometimes compensated by sculpting new key shapes as often as
every three to five frames [38]. These comments will be revisited
in the discussion of the pose space approach later in the paper.

1Provided that the weights sum to one. This is enforced in the delta
shape formulation. It is not enforced in the (non-delta) shape interpolation
formulation as written, but weights that do not sum to one are a separate
effect – they cause the face to change overall scale.



Figure 2:The ‘collapsing elbow’ in action, c.f. Figure 1.

2.3.2 Skeleton-Subspace Deformation
This simple algorithm has been repeatedly conceived and appears in
commercial software packages under several rather uninformative
names such as skinning, enveloping, etc. The algorithm is unpub-
lished but is subsumed by more general published schemes such
as [23]. The position of a control vertexp on the deforming sur-
face of an articulated object lies in the subspace defined by the rigid
transformations of that point by some number of relevant skeletal
coordinate frames (Figure 1). This may be notated

p̄ =
∑

wkLk(p)p

(in more detail)

p̄ =
∑

wkLδ
kL0

k
−1

L0
p p

whereL0
p is the transform from the surface containingp to the

world coordinate system,L0
k is the transform from the stationary

skeletal framek to the world system (L0
k
−1

L0
p together representp

in the coordinate system of skeletal framek), andLδ
k expresses the

moving skeletal framek in the world system. The deformation is
controlled by the user through the weightswk.

SSD is fairly versatile. For example, secondary animation effects
such as muscle bulging and swelling of the chest can be achieved by
variably weighting the surface to an abstract “bone” whose transla-
tion or scale is manually animated.

The limitations of SSD.The first major shortcoming of SSD re-
sults directly from the fact that the deformation is restricted to the
indicated subspace. In common situations such as shoulders and
elbows thedesireddeformation does not lie in this subspace, hence
no amount of adjusting the algorithm weights will produce good re-
sults. This fact leads to considerable frustration by users of the algo-
rithm – the character of the deformation changes as the weights are
changed, sometimes sustaining the incorrect assumption thatsome
combination of weights will produce good results. In fact, the SSD
algorithm can be easily identified in animations by its characteristic
‘collapsing joint’ defect (Figures 1, 2).

This problem is extreme in the case of simulating the twist of
a human forearm (the pose taken in turning a door handle, Fig-
ure 3). In this case the subspace basis consists of surface points
rigidly transformed by the forearm frame (no axis rotation) and the
wrist frame (axis rotation). With a rotation of 180 degrees this line
crosses the axis of the arm, i.e., the forearm collapses entirely as
the SSD weights transition at some point from the forearm to wrist
frames.

Figure 3:The forearm in the ‘twist’ pose, as in turning a door handle, computed by
SSD. As the twist approaches180◦ the arm collapses.

A second difficulty with SSD is that, unlike shape interpolation,
it does not permit direct manipulation; artists instead directly or
indirectly edit the meshes of weightswk (for each control vertex
on a surface there is one weight per skeletal frame that affects the
vertex). SSD algorithms consequently have the reputation for being
tedious and difficult to control. Artists with a poor understanding
of the underlying algorithm have difficulty distinguishing between
results that can be further improved by adjusting weights and results
that cannot be improved since the desired result lies outside the
achievable subspace, resulting in the impression of unpredictability
(“sometimes adjusting the weights helps, sometimes it doesn’t”).

In some cases the SSD defects can be manually corrected us-
ing FFDs and other techniques, and one could consider a scheme
whereby these fixes are procedurally invoked as the skeleton articu-
lates. But although FFDs work well (and have a direct manipulation
algorithm [12]) the layered FFDs do not reduce the difficulty in ad-
justing the underlying SSD. The algorithm introduced in the subse-
quent sections removes the need for such layered fix-it approaches
and permits direct specification of the desired deformations.

2.3.3 Unified Approaches

Several published algorithms and commercial packages combine
aspects of skeleton-driven deformation and shape interpolation in
ways that anticipate our approach. In the pioneering work of Burt-
nyk and Wein, two dimensional characters were animated using a
polygonal rubber sheet that afforded both skeletal and local defor-
mation control [6]. Van Overveld described a two-dimensional an-
imation system in which animation is controlled by a skeleton and
character deformation is driven from this skeleton through a scat-
tered interpolation [20]. This work is similar in spirit to ours but dif-
fers in that it used the image plane as a global interpolation domain
rather than introducing a pose space. Litwinowicz and Williams’s
system [16] is also a precedent and introduced sophisticated scat-
tered interpolation (again in the image domain). Several papers
consider animation (and indeed image synthesis in general) as a
special case of neural net learning and interpolation/extrapolation
[14, 15, 21]. While this viewpoint is valid, in practice it is per-
haps excessively general, for example, a skeleton is merely learned
rather than being an intrinsic part of the model. While employed
at Industrial Light and Magic the first author of the present paper
developed a system that attempted to blend shape interpolation and
SSD algorithms; a small portion of it remains in use in their well
known Caricatureanimation system. Drawbacks of this work in-
cluded both a complicated dependence on the details of SSD and
its overall conception as a “correction” to SSD. Some commercial



Figure 4:Shepard’s interpolant operating on a set of colinear points. The derivative
is zero at the data points, and the curve extrapolates to the average of the data values.

packages allow blending between two sculpted deformations as a
function of a single-joint rotation, thereby combining shape inter-
polation and skeleton-driven deformation in a limited but useful set-
ting.

2.4 Kinematic or Physical Simulation?
The depth of simulationis a prevalent issue in computer graph-
ics, albeit one that is not always consciously considered. Early
approaches to animation were purely kinematic; an emphasis on
physically based modeling appeared in the literature later. Recent
sophisticated approaches allow a hybrid of animator-controlled and
physically governed animation as needed. In rendering we perhaps
see the opposite trend – much of the literature a decade ago focused
on ever deeper simulations of reality, whereas ‘shallower’ image-
based approaches are attracting attention at present.

Similarly, in character deformation both deep and shallow ap-
proaches have their place. Deep models promise universally accu-
rate simulation, and the importance of representing humans justifies
the needed effort. The authors of these approaches acknowledge
that producing anatomically plausible models is a daunting task,
however.

Pose space deformation is a shallow, purely kinematic approach
to deformation (i.e. without reference to underlying forces, mass,
volume), and it has consequent disadvantages. In particular, accu-
racy is reliant on the modeler/animator rather than being guaranteed
by the simulation. On the other hand, our algorithm has clear ad-
vantages with respect to simplicity and generality, direct manipula-
tion, real-time synthesis, and other criteria listed in the introduction.

3 Deformation as Scattered Interpolation
In abstract, we wish to express the deformation of a surface as a
function of either the pose of an underlying skeleton, or equiva-
lently as a function of some other set of parameters such as the
{smile, raise-eyebrow,...} controls desirable in facial animation. We
also wish to directly sculpt the desired deformation at various points
in the parameter space, rather than working in a more abstract space
such as the coefficients on various coordinate frames as required by
the SSD algorithm.

A scattered data interpolation method is required because defor-
mations will be sculpted at arbitrary (rather than regularly spaced)
poses. Since this interpolation is central to our application (the re-
sults of the interpolation will be directly visible in the animating
deformation), we will consider the available scattered interpolation
approaches before settling on a candidate.

3.1 Shepard’s Method
Shepard’s method [1, 2] is a frequently employed scattered data
interpolation scheme in computer graphics. In this method the in-
terpolated value is a weighted sum of the surrounding data points

Figure 5:Radial basis functionsφ(x) = exp(−x2/2σ2), σ = 10 interpolating
the same set of colinear points as in Figure 4. A different y scale is used to fit the curve.
The curve extrapolates to zero.

normalized by the sum of the weights,

d̂(x) =

∑
wk(x)dk∑
wk(x)

with weights set to an inverse power of the distance:wk(x) = ‖x−
xk‖−p. (This is singular at the data pointsxk and should computed
as (||x − xk‖ + ε)−p). With p > 1 the interpolation surface is
once differentiable. Unfortunately this simple scheme has some
potentially undesirable properties. Far from the data the weights
will be approximately the same,̂d(∞) = w∞

∑
dk/w∞

∑
1 =∑

dk/N , i.e. the interpolated surface converges to the average of
the data values. A serious drawback for some applications is that
the derivative of the surface is zero at the data points (Figure 4).

3.2 Radial Basis Functions
Radial basis functions [28, 29] have become a popular choice for
scattered interpolation. The interpolant is a linear combination of
nonlinear functions of distance from the data points:

d̂(x) =

N∑
k

wkφ(‖x − xk‖) (1)

If N values ofd are available then the weights can be easily solved
by a linear system; this can be derived either by least squares fit or
by subspace projection. Taking the latter approach, we reconsider
the available data points as a single pointd in an N dimensional
space, and considerφk() = φ(‖xj − xk‖) as thekth basis vec-
tor. The best approximation tod in the space spanned byφk() oc-
curs (in direct analogy with the three-dimensional case) when the
weights are such that the errord − Φw (with φk() comprising the
columns ofΦ) is orthogonal to each of theφk():

ΦT (Φw − d) = 0

so (the so-called “normal equation”)

ΦT Φw = ΦT d

can be solved for the familiar

w = (ΦT Φ)−1ΦT d

A least squares approach leads to the identical result.
Any nonlinear functionφ() will interpolate the data, includ-

ing odd choices such asφ(x) = x (which is nonlinear since
x = ‖x − xk‖ is the argument), provided that the columns ofΦ
are independent. On the other hand a smoothφ() will result in a



smooth interpolant (a weighted sum of continuous functions is con-
tinuous). In fact radial basis functions have a universal convergence
property similar to Fourier series, though the convergence definition
is different.

The preceding description maps ak-dimensional input space (ar-
bitrary k) to a one dimensional range, i.e., it is thek-dimensional
version of a height field. Surfaces can of course be interpolated
by allowing different combinations of the same basis functions in
different dimensions, i.e., vector valuedwk. The distance‖‖ can
be generalized to Mahalanobis distance (effectively rotating and
stretching the basis function) [4].

3.3 Energy Functionals and Non-Convex Methods
Various visual reconstruction schemes can be adapted for scattered
data interpolation. In these schemes the interpolated or approxi-
mated surface is found as the minimum of a functional such as∫

|d̂(x) − d(x)|2dx + λP (d̂)

where the first term penalizes deviation of the surfaced̂ from the
available datad and the second regularizing term votes for surface
smoothness e.g. by integrating the squared second derivative of the
surface. With smallλ many of these schemes can serve as scat-
tered data interpolants; reference [5] is a good introduction to these
approaches.

In some of the most powerful formulations of scattered interpo-
lation the regularizer is considered to hold everywhere except at an
unknown set of edges – this is the piecewise-smooth prior desirable
in image reconstruction. Since the unknown edges may exist (or
not exist) at any location in the domain, all combinations of possi-
ble edge locations must be considered and the interpolation cost is
prima facie exponential in the surface resolution.

4 Pose Space Deformation
The crux of our approach is the identification of an appropriate
space for defining deformations. As discussed above, the inter-
polation domain is (a subset of) the pose space of an articulated
character, or equivalently the space defined by some set of parame-
ters such as facial controls.

In concept the range of the interpolation function could simply
be the desired movement of the surface control vertices. To make
the job easier for the interpolation we instead interpolate the desired
deviationof a surface vertex (expressed in the local frame) from its
initially computed position (the rigidly transformed position in the
case of an articulated model). Several reasons for this choice will
be mentioned shortly.

Thus the deforming surface is defined byp + ~δ with p moved
rigidly by the skeleton or other underlying system, and

~δ = finterp(configuration)

whereconfigurationis the configuration of the set of joints or pa-
rameters controlled by the animator.

Our scheme can be bootstrapped on top of an existing software
system: the model is posed as desired and the desired surface at that
pose is sculpted. Our algorithm computes the difference between
the initial and resculpted model at that pose. This ‘deformation’
is associated with the joints or other parameters that have moved
from their default positions to create the particular pose. One or
more deformations will then be interpolated in this subspace using
a scattered data approach.

We now have enough criteria to select a particular interpolation
scheme. Although it would be desirable to allow deformations to
change both continuously and discontinuously with respect to the

pose space, creature deformations that are discontinuous with re-
spect to pose seem unlikely. As such the expensive energy func-
tional and non-convex schemes are not necessary. In addition we
want~δ to approach zero away from the data, and the width of this
falloff should be selectable.

Together these comments supportφk(x) = exp(−(‖x−xk‖)2
2σ2 )

as one possible choice of radial basis (Figure 5). Gaussian radial
basis functions are reputed to be well behaved and our experience
supports this judgement. Gaussian radial basis functions with ad-
justable placement andσ are discussed in the neural net literature
and optimizing over these parameters is possible. This issue does
not arise in our application, however, since the animator decides
where in the parameter space to sculpt a pose (effectively decid-
ing the basis function placement). The falloffσ is also specified
explicitly by the animator, as described below.

4.1 Algorithm Summary
The steps in a pose space deformation (PSD) algorithm will now be
described consecutively.

Definitions. A pose is defined as the configuration of anypose
controls (joints or abstract manipulators) that have changed from
their default values. An abstract manipulator is a UI control or ar-
bitrary piece of geometry whose movement will control the inter-
polation of some deformation, such as a muscle bulge or a desired
facial attribute such as “happiness.” A self-relative configuration of
the controls is actually considered, for example, an elbow involves
two skeletal frames but only one joint angle.

The pose spaceis the space spanned by the variations of these
controls. If n = 2 pose controls are active and each has three
degrees of freedom then a3(n − 1) pose space is defined, and the
particular position of the controls defines a point in that space.

Sculpt. The artist first positions some set of pose controls and
then sculpts a deformation for that pose. The artist also assigns a
falloff (Gaussianσ), either as a symmetric radius across all controls
or to each control individually (axis stretched falloff).

Define~δ(pose). Any control vertices that have moved from their
rest position are found. This is done in the local coordinate frame,
i.e., rigid body articulated motion results in zero~δ. The~δ values
for the deformed vertices are computed (again in the local coordi-
nate system) and they are saved in a database together with their
corresponding location in a pose space. (At the boundary of sev-
eral surface patches there may be shared vertices that need to be
coincident to maintain surface continuity. Unlike some SSD imple-
mentations interpolation in pose space by definition cannot separate
such vertices).

Solve. When several such deformations have been saved (or
when the artist is ready to try animating) it is necessary to solve
the interpolation problem. For each control vertex that was moved
during sculpting there are now one or more~δ values at points in
the pose space. Note that the dimension of the pose space can vary
across vertices, for example, a particular vertex might be modified
in three sculpted deformations but a neighboring vertex might have
been modified in only two deformations. The interpolation is done
independently for each control vertex (but see additional details be-
low); in our experience using patch surfaces this has not been prob-
lematic. SingularΦT Φ is interpreted as a user error; in practice this
has turned out to be the result of saving new deformations without
moving any pose controls rather than a result of actual numerical
problems.

Synthesis.The model is now moved to an arbitrary pose. The
location in pose space is determined from the concatenated relative
degrees of freedom of the pose controls (simply interpreted as in-
dependent dimensions). For each deforming control vertex a~δ is
interpolated from the delta values at the stored poses using Eq. (1).



Evaluate and Repeat. At this point the model interpolates
through the previously defined deformation(s). The most recently
defined deformation may extend too far (or not far enough) in pose
space, however. There is a rich literature of schemes for optimizing
radial basis parameters includingσ [4]. On the other hand, anima-
tors consider detailed control of the animation to be part of their
craft and are quite happy to have interpolation parameters exposed
to them. We have found that this potentially abstract parameter
is comprehensible so long as it is possible to explore the effect of
different values. At a minimum axis-aligned scaling of the falloff
should be available; we have not experimented with Mahalanobis
rotation of the basis. Based on the evaluation the artist may decide
to sculpt additional poses as needed to achieve the desired motion.

A detail that was omitted previously will now be mentioned:
when a deformed vertex is found the associated pose space is de-
termined as described above. If there are previous deformations of
this vertex in the same pose space then the new deformation is sim-
ply another point to interpolate. The new deformation’s pose space
may, however, be different from the previous spaces associated with
the vertex! In such a case a new pose space is started, and the~δ is
computed as a delta from the previous layered PSD synthesis rather
than from the base model. This ensures that the previous deforma-
tions are interpolated while allowing the artist complete freedom in
determining the extent of the deformation and the associated pose
controls. While there is an issue of commutativity, in our experi-
ence artists consider thisiterative layered refinementto be a natural
process.

In the preceeding discussion we have not described the represen-
tation of rotations and other transformations. This is a well known
issue; well behaved transformations are fundamental and are hope-
fully addressed early in the development of any character animation
system.

4.2 Cost
With n poses three matrices of sizen must be inverted for each
surface control vertex. Typicallyn will be between 1 and 10, say,
so this cost is small. Also it is incurred at a convenient time – during
setup (as a pose is saved) rather than during synthesis.

For synthesis, the basis functionφ(x) can be implemented by
interpolated table lookup and thesqrt required in the Euclidean
distance can be composed withφ(x) in the table. The cost of Eq. (1)
is then not much greater than the cost of traditional shape interpola-
tion, i.e., real time synthesis is possible with significant models on
current machines.

5 Applications and Discussion

5.1 PSD for Skeleton-Driven Deformation
An articulated model such as a human will typically have a num-
ber of different deformation subspaces, each with one or several
deformations; the deformations in different subspaces may overlap
spatially e.g. to simulate the influence of different muscles. The
deformations needed for an elbow, for example, will be interpo-
lated in the one-dimensional subspace defined by the elbow joint
angle. Deformations in a shoulder area will need to consider two or
more degrees of freedom. The neck/chest/leg blend area of many
quadrupeds is a more complex case – the motion of the skin surface
in these regions may depend on the relative configuration of several
leg bones as well as the rib cage and possibly the neck region of the
spine. PSD handles all these cases simply and uniformly.

Figures 8 and 9 are a simple comparison of PSD and SSD algo-
rithms in action on human elbow and shoulder regions.

5.2 PSD for Facial Animation
The application of PSD to facial animation is best described by
comparison with shape interpolation (SI).

• In both approaches a set of key shapes (or delta shapes) are
sculpted. The same set of shapes can be used in both ap-
proaches.

• Whereas shape interpolation is (despite the name) asuper-
position of a set of shapes, PSDinterpolatesamong these
shapes.

• The animator’s task in PSD is to choose the interpolation
path (and adjust interpolation parameters such as falloff if de-
sired). With SI the animator’s task is to choose the interpola-
tion path but also solve the problem of representing this path
by using a set of (non-orthogonal!) basis shapes. In practice
this has been considered the major difficulty in applying SI
when high quality animation demands large numbers of basis
shapes [38].

• In shape interpolation the key shapes and the animation pa-
rameter space are one and the same – the keys define the axes
of the animation parameter space. In PSD the key shapes are
positioned as desired in a space of desired dimensionality.

One can assign each shape in PSD to a separate dimension,
exactly as with SI. On the other hand, PSD allows one to
sculpt intermediate expressions (half-smile) and situate them
half-way along the relevant (full-smile) axis. Similarly a
sculpted pose that represents the simultaneous activation of
several parameters (e.g.happy but surprised,or smiling with
a wink) can simply be saved at the appropriate location in the
pose space. Psychological research has shown that human
facial expressions are largely described by two “emotional”
axes [30] (Figure 6); this two-dimensional space would be a
convenient high-level pose space for controlling facial anima-
tion.

• The PSD interpolation is smooth if so desired.

To illustrate these comments consider Figure 7, which abstractly
represents both SI and PSD with an identical set of expressions
(neutral, half-smile, full-smile, frown). In the SI side of the dia-
gram expressions are arranged as independent (but not orthogonal)
dimensions as required by SI. In the PSD diagram the expressions
are situated in an expression space having a happy-unhappy axis; a
second axis (arousal) and an expression (delighted) on that axis are
added to show a multidimensional space.

As illustrated, a PSD path fromneutralto half-smileto full-smile
is monotonic, as might be expected; the motion of a surface point
over this interpolation is also smooth. To interpolate these emotions
using SI requires a zig-zag pattern of weights: thehalf-smileweight
goes from zero to one, and then back to zero as thefull-smileweight
goes from zero to one.The motion of a surface point would also be
piecewise linear using SI in this scenario.

5.3 PSD for Secondary Animation
Switches and dials.Additional “dimensions” of deformation can
be added at any time by adding a new parameter and associating
additional poses with the movement of this parameter. For example,
a limb can be modeled in a particular pose both in an unloaded state
and with muscles sculpted to express carrying a heavy load. The
‘heavy’ pose can be associated with the ‘on’ state of an abstract
parameter (e.g. an isolated bone moved into the vertical position);
light and heavy loads can then be controlled by flipping this switch.
Similarly one can imagine setting up a dial that causes the character
to morph; this would of course require a significant set of additional
deformation poses.

6 Conclusions
Pose space deformation is not the last word in surface deformation
for character animation; high quality anatomically based models
are certainly preferable. Nevertheless both anatomically based and
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Figure 6:Schematic diagram of emotion space obtained by multi-dimensional scal-
ing from pairwise similarity ratings, simplified from [30].
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Figure 7:Abstract comparison of shape interpolation versus pose space deformation
using the same set of facial expressions.

purely kinematic models have their place. In the current computer
animation culture animators generally practice their craft by direct
and exhaustive specification of the desired motion combined with
quick evaluation using real-time playback. Deeper simulation ap-
proaches intrinsically take away some of this control, and animators
often argue (rightly or not) that automated processes are inferior or
will not produce a human feel. The performance of current anatom-
ically based models prohibits animation preview and other real-time
applications such as telepresence and gaming (one published result
is several orders of magnitude slower than real time), and the effort
needed to produce an anatomically accurate model is not always
justified, nor even appropriate if the model is of a fanciful creature
whose surface appearance may be inconsistent with any plausible
internal anatomy in any case.

PSD unifies and improves upon two techniques that have been
common graphics practice for more than a decade. This relatively
simple algorithm uniformly handles a variety of deformation situ-
ations ranging from a simple elbow to secondary animation. The
setup cost of the algorithm is insignificant, and the synthesis cost is
only slightly more than that of shape interpolation, so real-time syn-
thesis is possible at effective resolutions on current hardware. We
expect that this algorithm will be a useful complement to current
techniques.
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Figure 8a. Comparison of PSD and SSD on an animating shoulder – PSD using only two sculpted poses.

Figure 8b. SSD on an animating shoulder. The shoulder area is especially problematic for SSD due to the large range of rotational movement.

Figure 9. Comparison of PSD (at left) and SSD on the extreme pose of an elbow.

Figure 10. Smooth interpolation of four expressions (frown, neutral, smirk, smile) arranged along a single axis in a pose space, c.f. the discussion of Figure 7.


