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Summary

Unsupervised Learning
— Week #7



1. Unsupervised

Xi}ilo

e Experience examples alone
e Learn “useful properties of the structure of the data”

e E.g., clustering, density modeling (p(x)), PCA, FA.
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Different tasks

e Finding patterns

e Clustering f:X—4{1,2,...,K} (Kclusters)

« Dimensionality reduction f:XP = XK k<< p

e Density modelling f: X — [0,1]
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Supervised Unsupervised
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Supervised Unsupervised

X7 Clustering
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K-means clustering

o A particular clustering model (and accompanying algorithm)
e There are K clusters. Each point belongs to a cluster. Clusters have centers: M

o Objective: Find cluster centers My, that minimize the within cluster distance
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K-means clustering

o A particular clustering model (and accompanying algorithm)
e There are K clusters. Each point belongs to a cluster. Clusters have centers: M

o Objective: Find cluster centers My, that minimize the within cluster distance

N K
Objective := ) » ric|[x; — Myl
=1 k=1

_ dNx 2
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K-means clustering

o A particular clustering model (and accompanying algorithm)
e There are K clusters. Each point belongs to a cluster. Clusters have centers: M

o Objective: Find cluster centers My, that minimize the within cluster distance

N K
Objective := ) » ric|[x; — Myl
=1 k=1

o Algorithm to minimize the objective:

e Initialize the cluster centers

. - 4 Nx 2
e Until convergence:

1. Update responsibilities: r

2. Update cluster centers: Mg 4 ¢
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Initial cluster centers
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Final solution

[Figure 9.1 from PRML]



Algorithm

e Initialize the cluster centers

o Until convergence:

Initial cluster centers

>! (@) 1. Update responsibilities

X

2. Update cluster centers

Final solution

Laurent Charlin — 80-629 [Figure 9.1 from PRML]



A probabilistic approach
to k-means clustering

K-means Clustering

N K
Objective := ) > ric || Xi — k||

I=1 k=1



A probabilistic approach
to k-means clustering

K-means Clustering
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A probabilistic approach
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A probabilistic approach
to k-means clustering

K-means Clustering Soft K-means Clustering

N Responsibility  center - Responsibilities are continuous [0, 1]
- Each cluster has a responsibility: Tk
. o . . o 2 . |
Objective := Z Z | % | -Each cluster models data using a Gaussian:

=1 k=1 N (Xi | M, Xk)
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K-means

Similar

Similar

GMM better| -

GMM better

Similar

Similar
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o Comparing K-means to GMMs
Similar
Similar « GMMs learns covariance matrix
e Per cluster variance
GMM better| - .
e Covariance terms
GMM better « GMMSs has many more parameters
e Covariance matrix (MxM)
Similar
.05s
Similar
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MiniBatchKMeansAffinityPropagation = MeanShift SpectralClustering Ward AgglomerativeClustering DBSCAN Birch GaussianMixture

rn.org/stable/autapgxamples/cluster/plaiegluster_comparisomphemi]



http://scikit-learn.org/stable/auto_examples/cluster/plot_cluster_comparison.html

Autoencoders

e A neural network architecture for unsupervised learning

Input Hidden Output
layer layer(s) layer
Fully : Fully

Con nected OCon nected
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Autoencoders

e A neural network architecture for unsupervised learning

Input Hidden Output
layer layer(s) layer

Objective:
How well the network predicts X ?
O N
Fully Fully Loss := Z(Xi — Xj)*
Connected Connected =1
X X
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Autoencoders

e A neural network architecture for unsupervised learning

Input Hidden Output

layer Iayer(s) layer
I Objective:
: | How well the network predicts X ?
.

FuIIy | 1 uIIy Loss := Z(Xi — X;)?
Connectied OCO inected i=1

| N

‘O RFO" Ee
| i=1

Lower dimensional representation
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