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Contributions

m Detailed error analysis of current weak label assignment methods for face tracks
m Revised weak label assignment approach through an energy function incorporating positive and negative constraints
m Evaluation on 2 TV series: number of erroneous weak labels halved, id performance improved
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Improved assighment model

Problem with assighment method /\/\/\/\M
m Assumes tracks are independent

m Introduces avoidable assighment errors
m t404 — Track not found
m hiscore — Speaking score higher for wrong person

positively influences
assigning label to a track
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BBT-1 BBT-2 BBT-3 BBT-4 BBT-5 BBT-6
baseline 91.0 91.1 75.0 80.9 81.1 61.8 81.0 70.8 76.3 76.3 73.8 71.3
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model 91.5 92.0 76.7 80.9 83.2 62.9 82.0 70.0 77.3 75.8 76.8 71.6
model + withBPF 92.9 92.7 78.6 83.0 84.7 61.5 83.7 75.7 79.3 77.7 80.0 70.4
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