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We conceptualize Digital Design Marginalization (DDM) as the process in which a digital interface design excludes 

certain users and contributes to marginalization in other areas of their lives. Due to non-inclusive designs, many 

underrepresented users face barriers in accessing essential services that are moving increasingly, sometimes 

exclusively, online – services such as personal finance, healthcare, social connectivity, and shopping. This can further 

perpetuate the “digital divide,” a technology-based form of social inequality that has offline consequences. We 

introduce the term Marginalizing Design to describe designs that contribute to DDM. In this paper, we focus on the 

impact of Marginalizing Design on older adults through examples from our research and discussions of services that 

may have marginalizing designs for older adults. Our aim is to provide a conceptual lens for designers, service 

providers, and policy makers through which they can use to purposely lessen or avoid digitally marginalizing groups 

of users. 
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1 INTRODUCTION 

Across numerous domains in the modern information society, essential life services, such as public services, are 

increasingly being migrated to digital, online, or mobile-only spaces. Brick-and-mortar stores are expanding into or 

exclusively switching towards e-commerce solutions. Established financial institutions have been progressively 

replacing their in-person services, such as those offered through existing physical branches, with digital alternatives 

such as mobile and online banking, which offer digital solutions for payment, banking, investments, insurance, and more 

recently, cryptocurrency management. 

Users of the newer digital solutions experience many advantages, including increased ease of access to those services 

due to the overcoming of physical- and time-related barriers. Yet, the design of these systems can create access barriers 

for others. In other words, these systems can digitally exclude people, such as some groups of older adults (those aged 

60+). For example, a website that uses complicated layouts, menu controls that require dexterity in operating a mouse, 

or dense passages of text can be categorized as not “user-friendly” for some older adults. Similarly, a mobile banking app 

that forgoes the use of textual information in favor of images and icons (or other elements that are non-compliant with 

assistive technologies, like screen readers) to convey its content [67] may appeal to the app’s brand identity but is not 

inclusive of blind or low-vision users, of which consists of not only older adults but people from other age groups as 

well. Finally, many photocentric social media platforms have the potential to help older adults’ stay connected and 

reduce their risk of social isolation, however they are designed with information workflows that might not match some 

older adults’ mental models [2]. 

These design decisions can actively create barriers that prevent such user groups from accessing and participating in 

services that continue to transition to online- or mobile-only formats. When it comes to older adults, these barriers 

leading to non-use and non-adoption of these digital services can result in negative impacts on these users’ non-digital 

lives. Such social consequences include a loss in their ability to access the same quality of service at banks, increased 

social stigma, and a decrease in their sense of self-efficacy and social belonging [53]. 

As a design community, we have frameworks such as inclusive design, universal design, accessibility, and ability-

based design to conceptualize approaches to be attentive of user needs. These frameworks motivate and aim to serve as 

lens for satisfying usability and user-friendliness requirements by creating designs that are digitally inclusive. These 

frameworks have been applied towards design solutions and practices for understanding and improving technological 

inclusivity for older adults (e.g. [7,12,24,47,59,61]).  

However, these frameworks do not (nor is it their goal to) fully reflect upon, capture, or address the digital designs 

or design processes that may negatively impact users beyond the immediate use of the design, extending to aspects such 

as the users’ social well-being or economic status. Thus, sometimes the same technologies designed to bridge 

technological divides can lead to further marginalization. For example, mobile devices have been touted as democratizing 

internet access [45]; this is primarily because they are more affordable and for many are the only means of getting online 

[68]. As a result, existing design frameworks may suggest that digital products should be first-and-foremost designed to 

be mobile-friendly, if not even mobile-only. However, mobile access to services often fall short of PC-alternatives [45]. 

This means that those with only mobile-access to the internet become a “second class” of digital citizens based on their 
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technological capabilities, usage patterns, cross-platform skills [45]. These differences can reinforce and exacerbate 

inequities in digital skill sets, online participation, and content creation [45], and these online digital inequalities can 

result in offline social inequalities [53]. 

To highlight the consequences-laden impact of design on additional, indirect, and long-lasting social consequences 

on aspects such as social well-being, we conceptualize and formally define in this paper the notion of Digital Design 
Marginalization (DDM). DDM refers to the process where a digital interface design excludes certain users and 

contributes to marginalization in other areas of their lives, through means such as social exclusion, lowered self-efficacy, 

and social stigma. In turn, a digital interface with a Marginalizing Design renders the members of this user group as 

second class in not only the use of that digital interface, but also in society as well. When a DDM lens is not applied 

throughout the design process, it enables practices that may lead to designs that actively ignore, exclude, or push certain 

groups to the margins. 

DDM, which focuses on the social consequences of a digital design, can be applied in conjunction with existing design 

frameworks, which have focused on making digital designs more inclusive. The DDM framework is situated in ongoing 

discourses about reflective practice, and thus can be used in conjunction with disability studies, action research, and 

community-based participatory research (CBPR). Namely, the DDM supports: the commitment of and increasing call 

towards the role of reflexivity in action research [18,31]; the increased need for reflective practice as evidenced by key 

research in CBPR [15]; and the need to take care of risks of exacerbating participants’ vulnerability, as supported by 

Sensitive HCI [62]. 

The DDM framework conceptualizes how marginalization by design can be caused even by designers with the “best 

of intentions” but otherwise unaware of their role in such issues. As illustrated by the case studies in Section 5, even 

research mindful of inclusive design principles, such as co-design, sociotechnical systems approaches, and accessible 

design, can lead to unintended consequences and thus DDM. As evidenced by the two case studies we present in Section 

5, even researchers who are already experienced in inclusive frameworks may still omit design aspects that could 

potentially marginalize users. The DDM thus helps us reflect on these issues more holistically. That said, the aim of the 

DDM is to help not only those who are trained in existing inclusive design frameworks but also designers who are new 

to these frameworks. One of the DDM’s aims is to help designers avoid such consequences when DDM is embedded 

from the onset in designers’ practice as a reflective guide. For designers, DDM can serve as a lens through which to 

reflect on (and revise) existing practices that may lead to designs that actively ignore, exclude, or push certain groups to 

the margins. For practitioners and researchers alike, DDM can become a new basis on which to reflect on their practices 

and research, as we will demonstrate through the case studies in this paper in Section 5. Lastly, for HCI and social science 

scholars, DDM can also be a lens through which to investigate questions of technology adoption and the societal impact 

of technology on people's lives. 

  

We ground this proposal of DDM in a critical analysis of the current research body of design knowledge and practice. 

Concretely, we contribute: 

• A theoretical proposal to conceptualize this dynamic and consequences-laden exclusion as “digital design 

marginalization” (DDM), outlining design decisions and practices that cause DDM as forms of “marginalizing 

design” (Section 4); 

• An illustration, through case studies of prior research, of how digital design marginalization framework can identify 

gaps in the design process that can lead to marginalization (Section 5); 
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In our age of “technological solutionism” [44], it becomes all the more important that we call for a stronger 

recognition of the active role design has in perpetuating the “digital divide.” It is important to emphasize that the goal 

here is not to oppose efforts to support technological innovations. Rather, it is to try to recognize marginalizing effects 

of design to certain groups of users beyond the direct use of the technology that is being designed. We claim that we 

need a new theoretical framework that will guide this understanding, help our community conceptualize and 

contextualize the marginalizing effects of design, and ultimately support a cultural shift in how we approach designing 

interactive interfaces. We propose and apply the DDM framework primarily on designs for older adults (people aged 

60+) as this is our primary domain of expertise, and as such can serve as a starting point or as an exemplar. This provides 

us with a lens through which to reflect on the marginalizing aspects of designs. We illustrate this reflection through two 

case studies from our own research [25,46–48]. Following ‘curb cuts’ principles, we believe that the DDM framework 

can be applied to other user forms of human diversity with respect to ability, language, culture, and gender to critically 

analyze one’s designs, and we encourage further work to be done to study such applications. 

2 THE ROLE OF DESIGN IN MARGINALIZATION 

Historically, design has played a (often underacknowledged) role in marginalizing people or reinforcing existing 

inequalities, regardless of whether these effects were intentional or out of “negligence”. An example is the parkway to 

Jones Beach State Park (advertised at the time of its opening in 1929 as a “beach for everyone”) in the U.S. state of New 

York [1]. The architecture of the overpass bridges spanning the parkway offered low clearance to the vehicles on the 

parkway [10,66] and prevented public buses from easily reaching the park. This parkway’s design has been called racist 

[1,66] because it made it harder for those of lower socioeconomic status in those times, namely African Americans who 

could not afford the luxury of access to cars, to visit the beaches. 

The parkway is a historical example of the marginalizing effects of design and often referenced in Science and 

Technology Studies. It is a valuable and emblematic case even if it does not take place in the digital space. Such examples 

complement more recent digital examples, one of which is the issue of marginalization through the introduction of 

digital-only payments in stores.  Cashless retail stores in San Francisco, California have recently been ordered to accept 

paper currency instead of exclusively using electronic/digital payments as a way to avoid marginalizing 

socioeconomically disadvantaged users [63]. Further examples of designs of digital systems that reinforce inequality 

include face-tracking webcams that fail to recognize those of darker skin tones [65], and a recent example in 2019 which 

sees a legal case where the website and mobile app for pizza ordering was not compatible with screen readers, thus 

excluding blind or low-vision users from using them [67]. In the latter example, these users were still able to access the 

analog alternative of calling the pizza restaurant to place an order, but this method placed additional burdens on these 

users and excludes them from other forms of interaction. Not only does this legal case, as well as the restaurants’ 

insistence to dispute the case, present a poor user experience for certain users, but it also reinforces existing social 

inequalities. 

In all of these cases, potential users are not only pushed away and ultimately excluded from the online digital features 

or versions of a service, but these design-based factors also reinforce existing offline social inequalities based on 

belonging to an identifiable group (based on age, race, ability, etc.). In other words, such cases of design further 

perpetuate the “digital divide” (a technology-based form of inequality which produces negative online and offline 

consequences) and further reinforce existing offline social inequalities. The design of these digital systems has actively 

created situations of exclusion which contributes to creating new or further perpetuating existing social inequalities. 
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Many barriers to ensuring fair access to digital resources still exist for many potential users, including people 

experiencing lower literacy or socioeconomic conditions [26]. There is research dedicated to incorporating inclusive 

design approaches, such as by supporting collaboration across users of different literacy levels [54], or directly aiming 

to increase digital literacy skills [13]. However, we are still falling short of eliminating all barriers. For instance, even 

accessibility options like screen readers have limitations such as the difficulty in navigating long texts [3] and the need 

for users to have a good mental model of their assistive software [60] – a task that can be difficult for, as an example, 

some older adults who are living with cognitive impairments. Furthermore, technologies designed to bridge 

technological divides can sometimes lead to further marginalization. As mentioned in the Introduction, mobile device 

penetration has been touted as democratizing internet access, yet it risks creating an “under class” of digital citizens 

based on a number of factors relating to mobile being an inferior form of Internet access [45]. 

While the existence of digital divides and digital exclusion have been studied, there is not yet a framework grounded 

in critical theory that captures the dynamic relation between marginalization and design. Given the rapid pace at which 

new digital designs are being introduced, we must ensure a deeper understanding of how certain groups can be 

marginalized through design. 

3 DIGITAL DESIGN MARGINALIZATION & MARGINALIZING DESIGN 

Prior to or even during the construction of a product or service, decisions on the design of the product are made by 

designers, practitioners, or policy makers. As we have argued and evidenced earlier, these decisions can actively 

contribute to both digital inclusion and digital exclusion. The latter manifests in a number of ways, such as in situations 

where the needs of certain user groups are not included in the final design or the design process. However, in many 

cases, such decisions can go beyond the digital context – in such cases the act of being digitally excluded by interface 

design may lead to those user groups being socially excluded or relegated. 

To help ground our definition of digital design marginalization, we turn to the definition of (social) marginalization 

by Dwivedi et al. [19]. Dwivedi et al. saw marginalization as the “intended or unintended relegation of individuals, 

groups, or entire nations by limiting their access to the benefits of globalization.” This marginalization results in the 

social consequence of exclusion due to inaccessibility and non-participation. To define digital design marginalization, 

we map the definition by Dwivedi et al. for the social space onto the space of interfaces and digital service design, 

specifically the space of human-computer interaction. Here, we see digital design marginalization as the intended or 

unintended relegation of users by limiting their access to the benefits of a digital service or system. This marginalization 

also results in the social consequence of exclusion due this time to digital inaccessibility and non-participation (in other 

words, due to digital exclusion).  

Thus, we propose a formal conceptual definition of digital design marginalization as follows: 

Digital Design Marginalization is the pushing of a defined group of users (such as older adults) away from a digital or 
online service or system, whether intentional or not, and the direct result of how the digital interface of the service or system 
is designed, which originates both digital and social exclusion. This exclusion has additional, indirect, and long-lasting social 
consequences on that particular user group. 

In operational terms, digital design marginalization can be seen as “marginalization by design.” More specifically: 

Digital design marginalization occurs when the decisions about the design of a digital system or service have consequences 
extending beyond such users being excluded from using that particular system or service to users experiencing additional 
negative social consequences. These consequences may include increased barriers to using the non-digital equivalent of that 
system or service, diminishing of the ability to interact with other digital systems or services, or additional difficulties in 
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engaging with essential services or experiences (social, personal, financial, administrative, etc.) that were previously accessible 
to them. The impact of digital design marginalization may be measured in the degradation of the users’ quality-of-life 
(socioeconomic status, health, personal well-being, etc.). 

 

Figure 1 A flowchart visualization of the conceptualization of Digital Design Marginalization. When design decisions lead to digital 
inaccessibility, non-participation, and non-adoption, digital exclusion results. Digital exclusion has offline consequences in the form 

of social consequences, such as social marginalization, social exclusion, lowered self-efficacy, and social stigma. This process 
spanning from design decisions to social consequences is Digital Design Marginalization. 

Figure 1 is a flowchart visualization that captures the definition of digital design marginalization. We have proposed 

the digital design marginalization as a conceptual framework that aims to provide a critical lens of the design and the 

design process. Digital design marginalization pushes identifiable groups of users away from the design. In turn, a digital 

interface design that renders this user group as second-class in not only the use of that digital interface, but also in 

society (in other words, a design that causes digital design marginalization) is “Marginalizing Design.” 

We carefully chose the term “pushing away” to explain digital design marginalization, instead of other possible 

choices such as “excluding,” in order to better highlight the non-binary nature of digital design marginalization. That is, 

some members of any given user group may be able to overcome the marginalizing effects of a newly-designed service 

or system, and not be outright “excluded”. The difference between “pushing away” and “excluding” is important because 

even when members are not outright excluded in a new design, they can still be pushed away and thus experience the 

marginalizing effects. By choosing the word “pushing away”, we are also encouraging designers and similar decision-

making stakeholders to avoid taking on a “victim-blaming” perspective and assuming that it is up to the members of an 

affected user group to actively seek ways to overcome barriers to a service or system. 

4 EXISTING CONCEPTUALIZATIONS OF INCLUSION AND MARGINALIZATION 

To help situate our definition of digital design marginalization, we now look at the broader conceptual space of inclusion 

and marginalization. By anchoring in these existing conceptualizations, one will become better equipped to survey the 

barriers and consequences of design that may not be inclusive of underrepresented user groups such as older adults. 

4.1 Conceptualizations Within the Social Sciences 

Technology can exclude certain users from critical digital services based on factors such as age, ability, and language. 

Many terms formalize inequality in access to and advantages of technology [56]. Yet, none of these terms frame the issue 

in relation to the social consequences caused by the design of the technology. The terms within the social sciences that 
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address various forms of technological disparity include but are not limited to those outlined under the following 

subheadings. 

4.1.1 Digital Divide & Digital Inequality 

The digital divide is the recognition that there is an uneven distribution in the availability, use, and impact of information 

communication technologies. Digital inequality has surfaced as one of the most prominent forms of inequality and 

cannot be analyzed apart from offline circumstances and consequences [53]. Many conceptualizations of the digital 

divide are used [38,51], with the most common one being a three-level definition of the digital divide. 

The first-level digital divide asks, “who can and cannot access the internet?” The first level of the digital divide 

pertains to the physical access to a digital product or service, based on properties such as access to the network or 

necessary hardware [20]. Recognition of the digital divide was raised through a series of reports issued by the United 

States National Telecommunications and Information Administration [8,20,21]. These reports mobilized scholars, 

politicians, and local communities to inquire whether information communication technologies can address the needs 

and integration of low-income people into the information society. Inequalities of the first-level have been observed 

across factors [9,29] such as age [40], education [21], race [34], gender [6], income [27], and rural residence [58]. The 

first-level digital divide is sometimes framed in terms of the differences between the “haves” and “have-nots”, or between 

users and non-users. 

The second-level digital divide pertains to inequalities in terms of users’ motivations, skills, and purpose of using a 

digital product or service [29]. The second-level digital divide pertains to inequalities that exist amongst those who have 

formal access to the Internet [17]. For example, even when someone can go online, their ability to make use of this 

resource is dictated by their autonomy of use, skill, and social support in using the technology. Such is the case with 

older adults [30]. DiMaggio & Hargittai [17] identified five dimensions that factored into a user’s ability to find 

information on the web; they were technical means (software, hardware, connectivity quality), autonomy of use (location 

of access, freedom to use the medium for one's preferred activities), use patterns (types of uses of the Internet), social 

support networks (availability of others one can turn to for assistance with use, size of networks to encourage use), and 

skill (one's ability to use the medium effectively). 

The third-level digital divide asserts that use of digital products and services are more beneficial to some people than 

others in terms of what they can achieve by using these products and services [16]. The implication is that those who 

already have many resources on hand tend to derive more benefit from going online and using digital products and 

services. The benefits that are derived are based on social, cultural, economic, personal, and political factors. 

4.2 Conceptualizations Within the Design Community 

The terms mentioned in the previous subsection are used primarily in political and popular contexts when addressing 

concepts related to the digital divide. Several more terms exist which are specific to design in the digital space, such as 

the ones in the following subheadings. 

All of these terms attempt to tackle important aspects of the “digital divide” through the lens of design. They are also 

a testimony to the efforts of the design community to address issues of discrimination and the negative social impact of 

non-inclusive design. However, none of these terms specifically reflect upon or address the mechanisms by which digital 

design itself contributes to the widening of the digital divide and the perpetuation of digital inequality. In addition, none 

of these terms have been sufficient to address the active, non-neutral role that digital design plays in extending both 

digital and social inequalities. 
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The term digital exclusion refers to the lack of access to, and use of, digital technologies by a particular individual 

or group of people [69]. When this term first emerged, it was used with respect to disparities between developed and 

developing nations. Now it is mostly applied to contexts within individual nations, an example being the difference 

between those who have access to the Internet (the “haves”, who are included) and those who do not have access to the 

internet (the “have-nots”, who are excluded) [56]. Digital exclusion is linked to people’s social, economic, and cultural 

contexts, and cannot be analyzed apart from offline circumstances and consequences [53], and factors include being 

older, unemployed, and less likely to live in a household with children [32], all of which can characterize older adults. 

In contrast, digital inclusion is an approach to narrow the digital divide by tackling issues of digital exclusion and 

access [32]. The idea was that access to digital resources would increase social inclusion, and thus it was important for 

the government to support digital inclusion. Digital inclusion attempts to tackle the challenge of the digital divide by 

ensuring that all individuals and communities, especially those who are most at risk of being marginalized, will have 

access to and can benefit from the use of information communication technologies. Digital inclusion has a positive 

relationship with social inclusion when it comes to older adults [32,33].  

The design space also has an interpretation of the Digital Divide. Nielsen [22] identify three stages to the digital 

divide that are of concern to designers; they are the ‘economic divide,’ the ‘usability divide,’ and the ‘empowerment 

divide.’ The economic divide relates to issues of access (much like the aforementioned first level divide). The usability 

divide pertains to skills to use digital services (much like the aforementioned second level divide), with a focus on digital 

literacy and accessibility. In the case of older adults, the usability of touch-based graphical user interfaces is often a 

concern due to a gradual decline of fine motor ability that can occur in later life. Another usability issue leading to 

furthering digital divides is the mismatch between the mental models of designers and that of older adults also leads to 

lower levels of technology adoption in older adults; this is shown in a study highlighting differences between older and 

younger adults’ use of photo close storage applications [2]. The empowerment divide relates to peoples’ use of the 

opportunities provided by technology. The empowerment divide regards participation inequality and the role of users’ 

understanding of digital designs and how that may factor into their lives. For example, users tend to not understand 

their own biases towards selecting the first search result they come across, regardless of the quality of content provided 

by that result [22]. Educating users so that they can form a proper mental model of how the search engine functions can 

prevent users from being at the mercy of design decisions made by others [22]. 

Universal design is a term coined by Ron Mace [41], who established The Center for Universal Design in 1989. With 

origins in architectural and industrial design [70], universal design aims to build products that are accessible to everyone, 

regardless of age, disability, or other factors. A commonly cited example of universal design is the “curb-cut” effect, 

which refers to the design of sidewalk ramps which benefit not only people who use wheelchairs but also other people 

who are operating other objects on wheels, such as strollers, shopping carts, and luggage. Providing older adults with 

products designed for universal design options can improve their daily living [11,36]. 

Finally, inclusive design is a term used widely in design industries for the development of digital products. It is an 

approach to design that recognizes and accounts for the full range of human diversity when thinking about design 

research, processes, and impact [70]. Unlike universal design, inclusive design reserves the freedom to take a one-size-

fits-one approach. However, like universal design, inclusive design practices are known to benefit more than simply the 

intended audience. For example, high-contrast designs aimed at improving accessibility of digital products for older 

adults by accounting for vision loss can also help those who are suffering situational and temporary problems such as 

reflections of sunlight from glass screens [50]. 
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4.3 Related Conceptualizations: Algorithmic Bias 

Algorithmic bias concerns the role of the design of procedures used in computer systems in producing unfair outcomes 

for disparate groups of people. The bias has often reflected existing social inequalities based on factors like race [49] and 

ability [37]. Attention to algorithmic bias has been on the rise, especially with the emerging potential of “big data” [14] 

and the growing use of AI algorithms in the design of sensing technologies [37]. Concerns about algorithmic bias 

surround the inclusivity of the datasets and their potential to further marginalize disadvantaged groups [5,28,35]. It has 

had implications in the capacity of existing sensing systems to serve people with physical disabilities [37], the financial 

and housing crisis of 2008 [52], search algorithms’ negative biases towards already marginalized populations [49], and 

the wellbeing of those of low social and economic status [26]. Algorithmic bias serves as an example of how technology, 

even if well-intended, can not only exclude users, but actively bring negative social, cultural, economic, and personal 

consequences through the active discrimination of identifiable user groups. 

Algorithmic discrimination focuses on the societal consequences of the design of procedures used, for example, in AI 

systems. The consequences of algorithmic discrimination can serve as a “lessons learned” about the path and necessity 

of scrutinizing technology from a very wide and thorough inclusion/exclusion perspective for their social consequences. 

While algorithmic discrimination is outside the scope of our research, which focuses on design, it serves as a valuable 

perspective in the discussion of digital design marginalization. 

4.4 Design Dimensions: Marginalization and Inclusion 

Dwivedi et al. [19] defines marginalization in the context of globalization as the “intended or unintended relegation of 

individuals, groups, or entire nations by limiting their access to the benefits of globalization.” The result of 

marginalization is exclusion due to inaccessibility and non-participation. There are multiple aspects through which one 

can be marginalized; these include but are not limited to age, ability, sexuality, race, and socioeconomic status. The 

affected group  reaps fewer benefits and feels less important than those who hold power [19]. This in turn results in a 

number of psychological and social impacts including social isolation, hopelessness, limitation to access to resources, 

stereotype threat [57], and internalization of the negative messages. 

Coping with marginalization is burdensome for the individuals who experience it. Despite individual strategies to 

minimize the negative impact of marginalization, this is a structural issue. Addressing marginalization relies on the 

contributions and actions of all members of society. This includes advocacy, changes in public policy, and increased self-

awareness of our societal positions and roles. 

There are several areas of (non-digital) service design from where we can draw lessons and guidance with respect to 

avoiding marginalization, with one being the example of Moses’ overpass bridges towards the Jones Beach Park as 

recounted in the earlier in this paper [1,10,66]. Dimensions of marginalization and inclusion continue to be relevant 

today and across contexts. More recent critical analysis of the design of urban spaces has been emphasizing the effective 

use of participatory and inclusive design practices in order to bridge the divide and prevent marginalization through 

design (e.g. [4,23]). Avoiding marginalization is also relevant in contexts such as designing education [43]. The issues of 

design include not only access and digital literacy (e.g. as outlined by [55]), but also how the associated product or 

services are delivered. This encompasses services for older adults as well, from inclusive care [64] to inclusive (person-

centred) health service delivery [42]. 

It is outside the scope of this paper to extensively survey all aspects of social inclusion and of social marginalization, 

as this is a broad space. Rather, we provide an overview of this space to situate our contribution. Inclusion is an important 

aspect of the design of any new service or system (whether digital or not). We have provided these examples as a means 
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to conceptually frame marginalization and to anchor our proposed definition of digital design marginalization and its 

relevance to the space of designing for older adults in the following two subsections. Through this, we aim to highlight 

how design can be not only an approach against marginalization, but also act as an agent of marginalization. 

In the next section, we provide case studies of applications of the digital design marginalization framework to our 

research on technology for older adults, illustrating how to recognize and prevent digital design marginalization. 

5 OLDER ADULTS AND DIGITAL DESIGN MARGINALIZATION 

We now return to our proposed framework of digital design marginalization and reflect on its practical applicability 

through a case study reflection. We show how the digital design marginalization framework can more clearly articulate 

the marginalization effects that novel (as in case study 5.1) and existing interactive designs (as in case study 5.2) have 

on older adults. Our aim is twofold: first, to concretize the concept of digital design marginalization, and second, to 

motivate further investigations of case studies, causes, and prevention and reduction strategies, especially in the context 

of older adults’ use of digital technologies. 

Our reflections are on case studies for the population of older adults through the lens of our own expertise (older 

adults and later life). We hope that our reflections can serve as examples for other researchers and practitioners on how 

to apply this framework to their work with underrepresented groups that are marginalized with respect to interaction 

design. We also hope that they can also serve as examples of moving beyond the ‘positive bias’ of research that often 

prevents the publishing of ‘negative results’ or negative unintended consequences. 

5.1 Case Study: The Accessible Communication App Project 

5.1.1 Project Summary 

The first case study draws on our development of InTouch [46–48], which is a communication app for older adults and 

relatives. Research shows that creating opportunities for social connectedness can help alleviate and prevent both 

loneliness and social isolation in later life. Thus, we created an accessible tablet-based communication app developed 

with and for older adults at risk of loneliness and social isolation. The app supports asynchronous communication and 

allows users to send and receive multimedia messages (pre-set text, video, audio, and picture messages). In addition, its 

interface offers large non-textual touch icons (no typing, only swiping/tapping) to accommodate users with motor and 

visual impairments. The group of focus were older people vulnerable to loneliness and social isolation in later life, namely 

those who were frail, lived in care homes, and struggled with standard technology due to motor issues or lack of digital 

experience. 

Two studies were conducted in care homes in a large metropolitan area in Canada to evaluate the feasibility of this 

app to enhance social connectedness (meaningful social interaction) among older people. The first study was conducted 

in a long-term care facility with ‘oldest old’ people (aged 80+). The sample included five Chinese Canadians and five 

study partners (relative or friend). The research design was based on a long-term mixed methods approach that 

encompassed pre-, mid-, and post-deployment stages over the period of two months. The second study was conducted 

in a retirement home with a sample of 12 residents and their study partners for a period of three months. Participants in 

the second study had more diverse cultural backgrounds, including British and Latin American. For both studies, 

methods included interviews, psychometric scales, usability and accessibility tests, field observations, and log analysis. 

Findings showed that this app was a feasible tool to enhance frequency of social interaction and social connectedness, 

although the latter was only observable for participants who had family and friends living in different provinces or 



11 

overseas. The studies provided rich understandings of technology adoption, use, and its diverse social and technical 

outcomes in later life. 

5.1.2 Analysis Through the Lens of Digital Design Marginalization 

This case study involves our own project and design. This app’s design, when analyzed through the lens of digital design 

marginalization, reveals some examples of marginalizing design in the design process that needs to be accounted for in 

future iterations of the app. We switch to first-person plural nouns here as they are told by the co-authors. The first-

person also serves to emphasize the act of reflecting on one’s designs. 

Inadequate consideration of all social actors/agents interacting with the technology and the primary user. 
For some participants, different intergenerational expectations and practices of digital communication, such as reply 

time or preferred types of messages, led to tensions with relatives. Older participants preferred to receive text and send 

audio messages, which conflicted with their relatives’ preferences to send picture messages. Furthermore, relatives often 

had expected reply times that were sooner than that of the participants’ expectations, and this mismatch in expectations 

resulted in a decrease in the quantity of messages that participants received. 

In this case, our design choices did not sufficiently consider all the social groups that would interact directly or 

indirectly with the technology. In addition, the app was designed for older people, but their family or staff members 

were not involved in the design process. The social consequence of our design choice was the resulting tension between 

participants and their relatives. Our design was marginalizing as it risked enhancing social isolation and loneliness 

among participants. 

Examination of this finding from the lens of marginalizing design prompts us to consider mapping all social 

actors/agents involved in the interaction with the technology and the participant in iterations of this app or similar apps. 

In other words, through the digital marginalization framework, we are encouraged to increase the focus on social 

contexts. 

Inadequate understanding of the mental models related to digital literacy in later life (rather than simply 

categorizing users vs. non-users or low vs. high usage). We assumed that participants with some digital literacy would 

be able to understand better how the app worked. Yet, for some who had used computers and email before, the messaging 

system on the app was unclear because it did not meet their mental models of prior technology. 

In this case, our design choices were based on our assumptions around participants’ mental models of technology. 

The social consequence of our design choice was that participants with higher levels of digital literacy felt some sense 

of inadequacy. Our design was an example of a marginalizing design because it risked lowering participants’ sense of 

self-efficacy. 

Fortunately, because our team was there ‘in situ’ for 2-3 months, we were able to help them overcome that period. If 

this had not been the case, it might have resulted in non-adoption or the social consequences of lowered levels of digital 

self-efficacy and confidence. Consideration of these findings from the lens of marginalizing design suggests that a better 

understanding of different levels of digital mental models would have been useful before deployment. In order to 

accomplish this, preliminary field work and research to better understand participants’ existing mental models of 

technology would have been key. 

Not accounting for potential accessibility issues beyond software. While we knew that the hardware used was 

standard (since our users didn’t want a special hardware, wanting to use tablets they see their family using) and not as 

accessible or adjusted to our participants as the software, we did not account for an array of possible issues regarding 

both the technology and the social settings of our participants. As one example, the limitation of using standard hardware, 
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such as iPads, was that our participants could not find the on/off button on the iPad case due to issues of sensitivity loss 

in their fingertips. As another example, one care home had security issues that required us to lock participants’ tablets 

to their beds, adding cables and locks that further affected the accessibility of the technology. 

In the process of designing the app, we did not adequately consider the limitation of using standard hardware. This 

resulted in an adaptation period for many of our participants. This incident is an example of digital design 

marginalization because it had the social consequence that some participants realized how excluded they were from 

standard technology, which in turn enhanced their sense of frailty and exclusion. 

We employed several techniques to counteract design barriers such as painting on/off buttons, testing cables and 

tablet covers, and ensuring participants that difficulties using the app was not their fault. However, consideration of this 

consequence from the lens of marginalizing design suggests that we should have further accounted for potential 

accessibility issues beyond software. Engaging staff members here could have helped as well since they have a better 

understanding of their locales and settings. 

Not brainstorming negative unintended consequences and devising a risk assessment plan and a 
mitigation plan. While the app led to mostly positive outcomes for participants, there were a few unintended negative 

outcomes. In addition to family tensions, we found enhanced awareness of frailty (e.g., participants realizing that they 

struggled to lift the tablets to record videos or when recording audio messages that their voice did not sound good), lack 

of privacy (e.g., participants realizing that they did not have a private space), and institutionalization (e.g., they could 

not take pictures or videos that were satisfying to them because they were always in the same space and could not freely 

go anywhere). 

In this case, we did not elaborate on the potential unintended consequences of the technology or the project. The 

social consequence was a rise in family tensions and enhanced awareness of loneliness among some participants because 

of low engagement of family members. Our design was marginalizing as it risked enhancing social isolation and 

loneliness in the participants. 

Examination of these social consequences from the lens of marginalizing design prompts us to consider preparing a 

mitigation plan for negative outcomes. A ‘risk assessment’ instrument would have helped us to overcome issues that 

can affect ethically our conduct and our responsibility and duty of care as researchers. 

In sum, even though inclusion, accessibility, and empowerment of older people was the basis of this project, we still 

encountered unintended consequences and DDM outcomes.  

5.2 Case Study: Accessibility Features on Smart Devices 

5.2.1 Study Summary 

The second case study [25] was provided to us with permission by the authors. Older adults want to be able to use the 

mainstream technology that younger age groups use. However, older adults might have functional impairments (e.g., 

sensory, motor, cognitive) that make interaction with mainstream technologies difficult. Mainstream technologies often 

have accessibility features that make it easier for individuals with functional impairments to provide input and interpret 

system output. Older adults with functional impairments might be able to use mainstream devices more effectively if 

accessibility features are activated. However, there is a lack of information on how and when older adults, especially 

those who are experiencing ability changes, use accessibility features. 

An interview study was conducted in which 14 older adult participants were asked about their adoption and use of 

their smart devices, their awareness of accessibility features, and their perceptions of the features when activated. A 
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close social tie of the older adult participant was also interviewed to acquire an outside perspective of the older adult’s 

perception and use of accessibility features. A little over a month after the interview study, participants were asked if 

they were still using accessibility features activated during the study or if they had explored alternative accessibility 

features.  

The primary findings were that: (1) Some older adults do not perceive themselves as needing accessibility features 

because they associate these features with disability; (2) Accessibility features are difficult to discover, locate, and use; 

(3) Accessibility features do not accommodate hesitance to use trial-and-error; and, (4) Accessibility features do not 

easily accommodate combinations of impairments. 

5.2.2 Analysis Through the Lens of Digital Design Marginalization 

This case study is an evaluation of an existing system, namely, accessibility features on smart devices. This case study 

is an example of how even the best intentions can lead to unintended consequences. Even when we try to make a design 

inclusive (by incorporating accessibility features), if we are not considering far-reaching consequences, there is the risk 

that users are marginalized in other aspects of their lives – in this case, their social interactions and status in society. 

These risks are revealed upon analyzing the study’s findings through the lens of digital design marginalization. 

Labelling the features as “accessibility” features. The name “accessibility” for these features were problematic 

in two ways. First, as reported by two of the participants in the study, sometimes assistive technologies are perceived as 

oversimplified (“dumbed down”), limited in what they could do, and were stigmatizing and patronizing. This was to the 

extent that being able to use mainstream devices would lead to a sense of social inclusion and one of the participants 

expressing that she hoped to never need to use accessibility features due to their negative associations with disability. 

Secondly, due to this reputation for accessible features, some people with ability changes may not see themselves as 

needing accessibility features as they do not perceive themselves as disabled (even though the features would benefit 

them). 

In this case, the design gave users two choices, and both led down paths of digital design marginalization. The first 

option was to use the regular, non-accessible interface. This would lead to exclusion from the smart device completely 

and from the services (such as communication) offered by the device, and risk the user feeling socially isolated. The 

second was for the user to use the accessibility features which the users saw as a degradation and perceived loss of social 

status. This in turn risks increasing the users’ sense of social isolation due to (perceived) stigma attached to the use of 

accessibility features. Here, the recommendation is for designers to rethink usage of the term “accessibility” and to 

reframe them in terms of their usefulness separate from a user’s disability status. 

Reliance on social support for use. The second most common reason that participants did not explore accessibility 

and related features after the initial set was activated during the interview study was the lack of social support. 

Participants reported that they would request social support to train, coach, or reinforce them when trying new features 

on their devices, and the same went for accessibility features. This predicament posed a dilemma because while older 

adults relied on social support, technological designs risked burdening the social support available to older adults. Social 

support in this context is not only informational, but consists of emotional and practical support, encouragement, 

reliance and reassurance. 

In this case, a design that induces concerns about the loss of social status (due to the label of “accessibility”) but also 

requires social support for adoption would result in one of two outcomes. The first is the non-adoption of the design, in 

which case the older adult misses out on the use of the smart device for purposes such as communication, games, and 

reading. The second outcome is the risk that the use of the design (which is now made accessible through technical 
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support from family members, peers, etc.) may result in older adults no longer seeking social interactions with those 

who offered them technical support due to (perceived) stigma attached to the use of “accessible” features as suggested 

by the participants. Both of these paths are examples of digital design marginalization in action, and thus the design is 

marginalizing. 

6 DESIGN PRACTICES VIEWED THROUGH THE LENS OF DIGITAL DESIGN MARGINALIZATION 

Through the two case studies we presented in the previous section, we explored the application of the digital design 

framework on a novel design (section 5.1) and a pre-existing design (section 5.2). Both of these cases involved previously 

published projects on which we have now applied the digital design framework to surface issues that were not evident 

before. In these cases, the digital design lens reveals problems related to social consequences of digital inequality 

(sections 5.1), social stigma (section 5.1), social isolation (section 5.1 & 5.2), loneliness (section 5.1 & 5.2), lowered self-

efficacy (section 5.2), and increased sense of frailty (section 5.2). 

For the project in section 5.1, because the app was a novel design, we also discussed means to prevent further digital 

design marginalization in future iterations of this app or implementations of related apps. For example, we suggest 

increased focus on social contexts, increased preliminary field work and research, increased engagement of community 

members, and brainstorming of negative unintended consequences to derive risk assessment plans and mitigation plans. 

These considerations match calls for attention to contextual factors and a more holistic approach to designing for 

older adults [39]. The case study of section 5.2 demonstrates the combination of considerations of marginalizing design 

for social consequences with considerations of accessibility. Analysis through the digital design marginalization 

framework in section 5.2 demonstrated the importance of considerations of stigma and access to social support when it 

came to accessibility features. From the analysis of the study, we found that a design can become marginalizing with 

respect to causing social withdrawal if it does not account for differences in perceived level of stigma and access to social 

supports.  

We offered our reflections to demonstrate the potential of the digital design marginalization framework to help 

trigger, as it did for us, strategies that avoid the creation of marginalizing designs. That said, the focus of this paper is 

on formalizing the theoretical framework of digital design marginalization. Thus, it would be too speculative to propose 

concrete solutions for avoiding designs that marginalize users. But, as shown, not only does design play an active role 

in causing digital design marginalization, it can also play an active role in addressing it. We consider proper practice 

and reflection of theoretical and methodological design approaches that can help us further study and address digital 

design marginalization. To this end, we encourage designers to actively seek out appropriate design methods for their 

user groups that can expose potential points of digital design marginalization. 

Here, we have used digital design marginalization as a lens to view the research and design of technology for older 

adults in various domains. By viewing the design process itself through the lens of digital design marginalization, one 

can identify previously unseen gaps in the research and creation of designs that are fully inclusive of target user 

populations. In a pragmatic sense, viewing designs in terms of their capacity to be marginalizing designs can more easily 

reveal the shortcomings of design in terms of its degree of inclusivity. To a lesser, yet still significant, extent these 

discussions also present future directions for research into digital design marginalization. 
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7 CONCLUSION 

“Despite [older adults’] increasing numbers the world seems to be designed against the elderly. … And when companies 
do design things specifically for the elderly, they tend to be ugly devices that shout out to the world “I’m old and can’t 
function!” We can do better.” – Don Norman [50] 

“Interface features and changes that young designers take for granted as effortless may in fact make significant inroads 
upon older users’ cognitive capacity.” – Hawthorn [30] 

In this paper, we have discussed the active role that design decisions for digital interface designs can have in not only 

online digital exclusion but also the offline social “pushing away” of marginalized groups such as older adults. These 

design decisions can be made by designers with the best of intentions but otherwise unaware of their role in such issues 

and also by those who, as illustrated in our case studies, are mindful of inclusive design principles. Our hope is to shed 

light on the responsibility of design in digital products and services, since design decisions can have lasting and serious 

social consequences on dimensions such as the social well-being of underrepresented users (e.g., older adults, in the 

exemplars we have selected for illustration). Thus, we aim to encourage and provide designers with means to avoid 

unintended consequences and marginalization by design. 

To do this, we started by outlining the state of today’s information society in industrialized countries: that many 

essential services are increasingly being migrated online and that, as a result, certain populations are being excluded. 

We have discussed the benefits of existing frameworks – such as inclusive design, accessibility, and ability-based design 

– and their limitations to capture the social consequences of design. To address the consequences-laden impact of design 

on additional, indirect, and long-lasting social consequences, we proposed the concept of Digital Design Marginalization 

(DDM). DDM refers to the process in which design choices lead to consequences that extend beyond the direct use of 

the digital interface. Such consequences include social exclusion, lowered self-efficacy, and social stigma. We applied 

the DDM framework to prior research as case studies to demonstrate the potential of DDM to surface serious design 

problems that were not previously identified. 

We focus on the demographic of older adults, partly because having intimate access to the two case studies (with the 

authors’ permission) allowed us to reflect on the marginalizing aspects of design for this population. Doing this through 

the lens of our own expertise (in the research space of designing for older adults and the contexts of later life) also 

enabled our reflection to go beyond the ‘positive bias’ of research that often prevents the publishing of ‘negative results’ 

or negative unintended consequences. 

However, it is important to recognize that digital design marginalization can be applied to a broad range of contexts 

where marginalization occurs. Our examples of design of technology for older adults serves to illustrate how the digital 

design marginalization concept can be applied to a specific context, but the principles involved can be generalized to 

design at large and, much like inclusive design, decrease the marginalizing effects of designs on other user groups beyond 

older adults as well [50]. Our hope is for the DDM framework to be disciplinarily expanded for the benefit of all 

(following the principles of the ‘curb cut’ effect). We invite other communities to apply and refine this framework to 

their own areas of expertise or lived experiences in the context of, for example, forced migration, rural/urban divides, 

and socioeconomic disadvantages.  

Digital design marginalization is not simply about digital exclusion; it is about the introduction of new social 

inequalities or the reinforcing of existing ones. It is about inadvertently treating the people who cannot use these digital 

systems and services as inferior. In the short term, it is a message to users pushed away by a marginalizing design that 

they do not matter. In the long term, digital design marginalization can also prevent them from participating in the space 

or service and have enduring impact on their well-being and social inclusion. The concept of digital design 
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marginalization urges designers and policy makers alike to critically consider throughout the entire design process the 

role that the design of digital systems plays in people’s online and offline lives. When embedded from the onset in 

designers’ practice as a reflective guide, the digital design marginalization framework can help designers avoid broader 

reaching negative and unintended consequences. With proper recognition and attention paid to the design of digital 

systems and services, there is promise that the design community can progressively avoid creating marginalizing design 

and prevent digital design marginalization. 
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