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The goal of this thesis is to prove lower bounds in communication complexity by exploiting new connections to query complexity. Our basic strategy is to first prove a general theorem stating that for a large class of communication problems $F$, any protocol for $F$ can be efficiently simulated by a decision tree solving a related problem $f$, and then rule out efficient decision trees for $f$. We use this approach to resolve several open problems (some well-known):

(1): We prove superlogarithmic lower bounds on the conondeterministic communication complexity of the Clique vs. Independent Set game, answering a question of Yannakakis (STOC 1988). As a corollary, this implies superpolynomial lower bounds for the Alon–Saks–Seymour conjecture in graph theory. Furthermore, we obtain near-optimal deterministic (and even randomised) lower bounds for the Clique vs. Independent Set game. As a corollary, this implies new lower bounds for the log-rank conjecture of Lovász and Saks (FOCS 1988).

(2): We show that deterministic (and even randomised) communication complexity can be superlogarithmic in the partition number of the associated communication matrix. This answers a basic question of Yao (STOC 1979), also posed by Nisan and Kushilevitz (1997).

(3): We prove near-optimal randomised communication lower bounds for the recursive AND-OR tree. This strengthens the classical decision tree results of Saks and Wigderson (FOCS 1986) and Santha (RSA 1995), and answers a question of Beame and Lawry (STOC 1992).

(4): We exhibit an $n$-variable monotone function in NP with near-maximal monotone circuit depth complexity $\Omega(n/\log n)$. This improves on the previous record of $\Omega(\sqrt{n})$ proved for the perfect matching function by Raz and Wigderson (JACM 1992).

(5): We exhibit an $n$-node graph whose independent set polytope requires extended formulations of size exponential in $\Omega(n/\log n)$. Previously, no explicit examples of $n$-dimensional 0/1-polytopes were known with extension complexity larger than exponential in $\Theta(\sqrt{n})$. 
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Chapter 1

Overview

The goal of this thesis is to prove lower bounds in communication complexity by exploiting new connections to query complexity. While interesting in their own right, communication lower bounds find many applications in (and even beyond) computational complexity theory. In this thesis alone, we will encounter applications to graph theory, combinatorial optimisation (linear programming formulations), monotone circuit complexity, and proof complexity.

In query complexity, the objects of study are decision trees, one of the simplest and most basic models of computation. A decision tree algorithm evaluates a $n$-bit boolean function $f : \{0,1\}^n \rightarrow \{0,1\}$ on an unknown input $x \in \{0,1\}^n$ by repeatedly querying individual input variables. In each step, the algorithm specifies a coordinate $i \in [n]$ and gets to learn $x_i \in \{0,1\}$.

How many queries are needed (in the worst case) to evaluate $f$?

This basic template can be instantiated for many different types of computation: deterministic, nondeterministic, randomised, etc. The holy grail of complexity theory is to prove separations between different types of computation in the Turing machine model (e.g., $P \neq NP$)—while these questions remain hopelessly out of reach, query complexity has its historical roots in separating complexity classes relative to oracles; see Vereshchagin [Ver99] for an exposition. Standard references for query complexity include Buhrman and de Wolf [BdW02] and Jukna [Juk12].

In communication complexity, the objects of study are communication protocols. In the basic model (introduced by Yao [Yao79]), two players, Alice and Bob, share the input to a function $f : \{0,1\}^n \rightarrow \{0,1\}$ according to some fixed bipartition of the variables, e.g., Bob gets the first half $x \in \{0,1\}^{n/2}$ and Alice gets the second half $y \in \{0,1\}^{n/2}$ of the input. Their goal is to engage in a dialogue over a shared communication channel in order to compute $f(x, y)$.

How many bits must be transmitted between the players to evaluate $f$?

Again, this basic template can be instantiated for many different types of computation. As with query complexity, classical complexity classes often come with natural communication complexity analogues (introduced by Babai, Frankl, and Simon [BFS86]). Standard references for communication complexity include Kushilevitz and Nisan [KN97] and Jukna [Juk12]. Moreover, Rao and Yehudayoff are working on a new exciting textbook [RY16]!
CHAPTER 1. OVERVIEW

Figure 1.1: In this thesis, we study the communication complexity composed functions $f \circ g^n$ where $f : \{0, 1\}^n \to \{0, 1\}$ is an arbitrary $n$-bit boolean function and $g : X \times Y \to \{0, 1\}$ is a carefully chosen two-party gadget.

1.1 Query vs. communication

Query $\leadsto$ Communication. Communication protocols are at least as powerful as decision trees. Indeed, a decision tree that computes $f$ using at most $d$ queries can be simulated by a protocol that communicates at most $d$ bits: a query to the $i$-th coordinate is simulated by having the player who knows $x_i$ send that bit to the other player. Consequently, lower-bound results against communication protocols are stronger than corresponding lower-bound results against decision trees.

Communication $\leadsto$ Query. A unifying theme in this thesis is to find situations where the above simulation can be reversed. More specifically, our basic strategy for proving a communication lower bound is as follows.

\textbf{Step 1.} Prove a general \textit{communication-to-query simulation theorem} stating that for a large class of communication problems $F$, any protocol for $F$ can be efficiently simulated by a decision tree solving a related problem $f$.

\textbf{Step 2.} Rule out efficient decision trees for $f$.

In this thesis, we will focus on the case where $F$ is a \textit{composed} (or \textit{lifted}) function of the form $f \circ g^n$ where $g : X \times Y \to \{0, 1\}$ is some carefully chosen two-party function, often called a \textit{gadget}; see Figure 1.1. Here Alice and Bob are given inputs $x \in X^m$ and $y \in Y^m$, respectively. Their goal is to compute

$$F(x, y) := f(g(x_1, y_1), \ldots, g(x_n, y_n)).$$

Intuitively, the difficulty in computing $F := f \circ g^n$ stems from the fact that for any $i$, the $i$-th input bit $z_i := g(x_i, y_i)$ to $f$ remains unknown to either party until they decide to communicate enough information about $x_i$ and $y_i$. A simulation theorem aims to formalise this intuition: there is no better way for a protocol to compute the composed function $f \circ g^n$ other than to behave like a decision tree querying input bits of $f$. Provided that the gadget $g$ itself is “small”, this relates the communication and query complexities of $f \circ g^n$ and $f$, sometimes even up to


### Chapter 1. Overview

<table>
<thead>
<tr>
<th>Reference</th>
<th>Query model</th>
<th>Communication model</th>
<th>Method of lifting</th>
</tr>
</thead>
<tbody>
<tr>
<td>[RM99], Ch. 4</td>
<td>deterministic</td>
<td>deterministic</td>
<td>gadget composition</td>
</tr>
<tr>
<td>[SZ09, She11a]</td>
<td>polynomial degree</td>
<td>rank</td>
<td>gadget composition</td>
</tr>
<tr>
<td>Chapter 2</td>
<td>conical junta degree</td>
<td>nonnegative rank</td>
<td>gadget composition</td>
</tr>
<tr>
<td>[CLRS13]</td>
<td>Sherali–Adams</td>
<td>LP extension complexity</td>
<td>random embedding</td>
</tr>
<tr>
<td>[LRS15]</td>
<td>sum-of-squares</td>
<td>SDP extension complexity</td>
<td>random embedding</td>
</tr>
</tbody>
</table>

Table 1.1: Notable communication-to-query simulation theorems at a glance. The first three are formulated in the language of boolean functions (as described in Section 1.1); the last two are formulated in the language of combinatorial optimisation.

One of the main technical contributions of this thesis is a new simulation theorem that applies for certain types of randomised and/or nondeterministic computations. Another result that makes a prominent appearance is a deterministic simulation theorem due to Raz and McKenzie [RM99]. Even in situations where we cannot quite yet prove a fully general simulation theorem, we can nevertheless benefit from intuition garnered from studying the decision tree analogue $f \circ g^n$ under consideration. We emphasise that exploring the interplay between query and communication complexity is nothing new: it is a recurring theme exploited by many works in the literature, e.g., [NW95, RM99, SZ09, She11a, HN12, CLRS13, LRS15]; see also Table 1.1.

### 1.2 Our contributions

**Chapter 2: Rectangles Are Nonnegative Juntas**

The silent workhorse behind many of our contributions is a novel communication-to-query simulation theorem for composed functions $f \circ g^n$ where $f$ is arbitrary and the gadget $g$ is chosen carefully. We show that every randomised bounded-error protocol for $f \circ g^n$ that communicates $d$ bits can be simulated by a degree-$O(d)$ conical junta computing $f$. A conical junta is a nonnegative analogue of a multivariate polynomial, namely, a nonnegative combination of conjunctions of literals (input bits or their negations); its degree is the maximum number of literals in any conjunction. (Conical juntas have also been studied under such names as the (one-sided) partition bound for query complexity [JK10] and query complexity in expectation [KLdW15].)

Here are two examples of conical juntas, one computing the two-bit OR function $\text{OR}: \{0,1\}^2 \to \{0,1\}$ and another computing the three-bit majority function $\text{Maj}_3: \{0,1\}^3 \to \{0,1\}$:

$$h_1(x) = \frac{1}{2}x_1 + \frac{1}{2}x_2 + \frac{1}{2}x_1x_2 + \frac{1}{2}x_1x_2,$$

$$h_2(y) = \frac{1}{3}y_1y_2 + \frac{1}{3}y_2y_3 + \frac{1}{3}y_1y_3 + \frac{2}{3}y_1y_2y_3 + \frac{2}{3}y_1y_2y_3 + \frac{2}{3}y_1y_2y_3.$$

(1.1)
The upshot of the simulation theorem is that a lower bound on the randomised communication complexity of \( f \circ g^n \) can now be proved by showing a degree lower bound for conical juntas that (approximately) compute \( f \). More generally, the simulation theorem allows us to characterize the communication complexity of \( f \circ g^n \) in all known one-sided (i.e., not closed under complement) zero-communication models (defined in Chapter 2) by a corresponding query complexity measure of \( f \). In particular, this includes nondeterministic models, i.e., query and communication analogues of NP. As immediate applications, we also resolve some open problems from prior work [Kla03, BGM06, KMSY14].

This chapter is based on the following publication:


Chapter 3: Lower Bounds for Clique vs. Independent Set

Since our simulation theorem applies for nondeterministic computations, it suggests an approach to attack an old question of Yannakakis [Yan91] concerning the conondeterministic communication complexity of the Clique vs. Independent Set problem. This problem is defined relative to an undirected \( n \)-node graph \( G = ([n], E) \) as follows: Alice holds a clique \( x \subseteq [n] \) in \( G \), Bob holds an independent set \( y \subseteq [n] \) in \( G \), and their goal is to decide whether \( x \) and \( y \) intersect. As the underlying graph enforces \( |x \cap y| \in \{0, 1\} \), we may define a boolean function by \( \text{CIS}_G(x, y) := |x \cap y| \).

It is easy to nondeterministically certify that \( x \cap y \neq \emptyset \) by just guessing a node in the intersection—this is \( \lceil \log n \rceil \) bits of nondeterministic communication (on any graph \( G \)). Yannakakis asked whether the complement of the problem is any harder: can we also certify that \( x \cap y = \emptyset \) with just \( O(\log n) \) bits of nondeterministic communication (on any graph \( G \))? An upper bound (holding even for deterministic protocols) of \( O(\log^2 n) \) was given by Yannakakis.

In Chapter 3 we answer this question by proving an \( \omega(\log n) \) lower bound on the conondeterministic communication complexity of the \( \text{CIS}_G \) problem (for some graph \( G \)). Our approach is to first exhibit a query complexity separation for the decision tree analogue of the UP vs. coNP question—namely, unambiguous DNF width vs. CNF width—and then apply our nondeterministic simulation theorem.
The Clique vs. Independent Set problem is interesting partly because it admits so many equivalent formulations, as recently explored by Bousquet, Lagoutte, and Thomassé [BLT14]. Let us mention one consequence here: Our lower bound result refutes a certain “polynomial” version of the Alon–Saks–Seymour conjecture in graph theory. The original conjecture (formulated around 1990) stated that $\text{chr}(G) \leq \text{bp}(G) + 1$, i.e., that the chromatic number of $G$ can be bounded in terms of the biclique partition number of $G$ (minimum number of complete bipartite graphs needed to partition the edges of $G$). After several decades of it being open, Huang and Sudakov [HS12] disproved the original conjecture by showing that $\text{chr}(G)$ can be polynomially larger than $\text{bp}(G)$. Our result implies that the gap can be superpolynomial.

This chapter is based on the following publication:


Chapter 4: Deterministic Communication vs. Partition Number

Perhaps the most basic observation in communication complexity is that a deterministic protocol of communication cost $d$ that computes a function $F: \mathcal{X} \times \mathcal{Y} \to \{0, 1\}$ partitions the domain $\mathcal{X} \times \mathcal{Y}$ into at most $2^d$ monochromatic rectangles. A rectangle is a set $R := A \times B$ where $A \subseteq \mathcal{X}$, $B \subseteq \mathcal{Y}$, and we say that $R$ is monochromatic if $F$ is constant on $R$. Hence, the logarithm of the partition number $\chi(F)$, defined as the least number of monochromatic rectangles needed to partition $\mathcal{X} \times \mathcal{Y}$, is a lower bound on deterministic communication complexity. It was already asked by Yao [Yao79] to determine the relationship between $\log \chi(F)$ and the deterministic communication complexity of $F$. For upper bounds, Aho, Ullman, and Yannakakis [AUY83] showed that $O(\log^2 \chi(F))$ bits of deterministic communication suffice to compute $F$.

In Chapter 4 we show that deterministic communication complexity can be superlogarithmic in $\chi(F)$ by giving an example of an $F$ with deterministic complexity $\tilde{O}(\log^{1.5} \chi(F))$. We also obtain near-optimal $\tilde{\Omega}(\log^2 n)$ deterministic communication lower bounds for the Clique vs. Independent Set problem. (Note that this is incomparable to the conondeterministic result discussed above.) In particular, this yields new lower bounds for the famous log-rank conjecture [LS88], which postulates that deterministic communication complexity is polynomially related to the logarithm of the rank (over the reals) of $F$ (here $F$ is viewed as a boolean matrix indexed by $x, y$). We exhibit an $F$ with deterministic communication complexity $\tilde{O}(\log^2 \text{rank}(F))$, while the best previous bound was $\Omega(\log^{1.63} \text{rank}(F))$ due to Kushilevitz [Kus94].

Our approach is again to exploit a communication-to-query simulation theorem: we prove analogous results in query complexity and then invoke (a small adaptation of) a deterministic simulation theorem due to Raz and McKenzie [RM99].
Chapter 5: Randomised Communication vs. Partition Number

Given the deterministic lower-bound results discussed above, an obvious follow-up question is: what happens in the randomised case? Of course, for randomised protocols, \( \log \chi(F) \) is no longer a lower bound on the bounded-error randomised communication complexity of \( F \). For example, the \( n \)-bit equality function \( \text{EQ}: \{0,1\}^n \times \{0,1\}^n \to \{0,1\} \) defined by \( \text{EQ}(x,y) = 1 \) iff \( x = y \) is such that \( \log \chi(\text{EQ}) = n \), but the randomised complexity is well-known to be \( O(\log n) \) (or even \( O(1) \) if we allow public randomness).

In Chapter 5 we strengthen the results of Chapter 4 to the setting of randomised protocols. We show that randomised communication complexity of a function \( F \) can be \( \tilde{\Omega}(\log^{1.5} \chi(F)) \). Furthermore, we obtain near-optimal \( \tilde{\Omega}(\log^2 n) \) randomised lower bounds for the \( \text{CIS}_G \) problem.

Our separation between \( \log \chi(F) \) and randomised communication complexity is technically interesting for a few reasons. First, such a separation cannot be obtained using the standard rectangle-based lower-bound methods, as catalogued by Jain and Klauck \[JK10\]. Second, there is no known simulation theorem for usual bounded-error randomised computations (BPP). In particular, our junta-based simulation result falls within the purview of rectangle-based methods and hence is subject to their limitations. Our solution is to mix techniques: we use our junta-based simulation theorem together with information complexity techniques (which are amongst the most powerful lower-bound methods in communication complexity) to achieve our separation.

This chapter is based on the following publication:


Chapter 6: A Composition Theorem for Conical Juntas

What else can we apply our junta-based simulation theorem to? A line of work \[\text{JKS03, JKR09, LS10, JKZ10}\] has studied the randomised communication complexity of AND-OR trees, i.e., functions computable by formulas consisting of alternating levels of unbounded fan-in AND and OR gates. For the purposes of communication complexity, it is natural to assume that these formulas have gates of binary fan-in next to the inputs so that Alice gets the first bit of every bottom gate, and Bob gets the second bit of every bottom gate. For example, the ubiquitous set-disjointness function \( \text{OR}_n \circ \text{AND}_2^2 \) is of this form. For balanced AND-OR trees of height \( k \), a
randomised lower bound of $\Omega(n/2^O(k))$ was proved in two independent works [LS10, JKR09]. While this lower bound is tight when $k = O(1)$, the bound becomes trivial for the extreme case of binary trees of height $k = \log n$ (left side of Figure 1.2). This shortcoming was partially addressed by [JKZ10] who showed, via a reduction from set-disjointness, a lower bound of $\Omega(\sqrt{n})$ for such AND-OR trees, independently of the height. For randomised query complexity, a tight lower bound of $\Omega(n^{0.753...})$ for height $k = \log n$ is a well-known classical result [SW86, San95].

In Chapter 6 we develop a general method of proving degree lower bounds for conical juntas that compute such recursively defined boolean functions. In particular, when applied to binary AND-OR trees, we get a near-optimal $\tilde{\Omega}(n^{0.753...})$ randomised communication lower bound, which answers a question posed by Beame and Lawry [BL92, Law93]. In addition, we apply this method to analyse three-bit majority trees of height $k$ (right side of Figure 1.2): we show an $\Omega(2^{0.59k})$ randomised communication lower bound, which improves the state-of-the-art even for query complexity [JKS03, LNPV06, Leo13, MNS+15].

This chapter is based on the following publication:


**Chapter 7: Lower Bounds via Critical Block Sensitivity**

A major drawback with our junta-based simulation theorem (and also with that of [RM99]) is that it requires the gadget $g: \{0, 1\}^b \times \{0, 1\}^b \to \{0, 1\}$ to be of logarithmic size, $b = \Theta(\log n)$. For some applications, this is prohibitively large; one would ideally hope for $b = O(1)$. For example, we are unable to use our simulation theorem to reproduce the famous $\Omega(n)$ randomised lower bound for set-disjointness $\text{OR}_n \circ \text{AND}_3^n$ [KS92, Raz92, BJKS04]. Our simulation theorem does yield an $\Omega(n)$ bound for the composed function $\text{OR}_n \circ g^n$, but rewriting the gadget $g$ itself as an OR of AND’s incurs an exponential-in-$b$ factor blow-up in the number of input variables.

In Chapter 7 we study **critical block sensitivity**, a query complexity measure introduced by Huynh and Nordström [HN12], that is better suited to proving lower bounds for communication
problems lifted with constant-size gadgets. For starters, we give a simple new proof (via a reduction from set-disjointness) of the following central result of [HN12]: if $S$ is a search problem with critical block sensitivity $d$, then every randomised protocol solving the composed search problem $S \circ g^n$ (where $g$ is a certain constant-size gadget) requires $\Omega(d)$ bits of communication. Besides simplicity, our proof has the advantage of generalising to the multi-party setting. We obtain the following applications.

- **Monotone circuit depth**: We exhibit a monotone function in NP on $n$ variables whose monotone circuits require depth $\Omega(n/\log n)$; previously, a bound of $\Omega(\sqrt{n})$ was known for an explicit function [RW92]. Moreover, we prove an $\Omega(\sqrt{n})$ monotone depth bound for a function in monotone P.

- **Proof complexity**: We prove new rank lower bounds as well as obtain the first length–space lower bounds for semi-algebraic proof systems, including Lovász–Schrijver and Lasserre (SOS) systems. In particular, these results extend and simplify the works [BPS07, HN12].

This chapter is based on the following publication:


Chapter 8: Extension Complexity of Independent Set Polytopes

Our final contribution is to the study of linear programming formulations for polytopes, or *extended formulations* for short. An *extended formulation* is a description of a given polytope $P \subseteq \mathbb{R}^n$ as the projection of a higher dimensional polytope $E \subseteq \mathbb{R}^e$:

$$P = \{x \in \mathbb{R}^n : (x, y) \in E \text{ for some } y\}.$$  

The extension complexity of $P$ is the minimum number of facets in an extended formulation $E$ for $P$. Extended formulations are useful for solving combinatorial optimization problems: instead of optimizing a linear function over $P$, we can optimize it over $E$—this may be more efficient since the runtime of LP solvers often depends on the number of facets. A celebrated work of Fiorini et al. [FMP+15] was the first to prove extension complexity lower bounds for explicit 0/1-polytopes (convex hulls of subsets of $\{0,1\}^n$) of relevance to combinatorial optimisation. In fact, this settled another question from Yannakakis’s seminal work [Yan91]. Yannakakis characterised the extension complexity of a polytope $P$ as the *nonnegative rank* (which can be viewed as a communication analogue of conical junta degree) of a certain slack matrix of $P$. Extension complexity is thus “really” a communication complexity measure, and hence amenable to analysis using the tools featured in this thesis.

In Chapter 8 we exhibit an $n$-node graph $G$ whose independent set polytope (convex hull of the indicator vectors of independent sets of $G$) requires extended formulations of size exponential
in $\Omega(n/\log n)$. Previously, no explicit examples of $n$-dimensional $0/1$-polytopes were known with extension complexity larger than exponential in $\Theta(\sqrt{n})$.

As the reader might already deduce from the above numerology, our result is related to the $\Omega(n/\log n)$ monotone depth lower bound from Chapter 7. Namely, our approach is to strengthen the monotone depth lower bound into an extension complexity lower bound. Our construction is inspired by a relatively little-known connection between extended formulations and (monotone) circuit depth [Hru12, Raz90]. For this result, we are not able to use any known simulation theorems; however, we still benefit from intuitions drawn from query complexity. In fact, as a bonus, we prove an optimal $\Omega(n)$ bound for a certain query complexity analogue of the extension complexity question (which incidentally answers a question of Lovász et al. [LNNW95]). If the junta-based simulation could be made to work with constant-size gadgets, we would immediately get an optimal exponential-in-$\Omega(n)$ extension complexity bound for independent set polytopes.

This chapter is based on the following publication:


### 1.3 Subsequent developments

Because of Step 2 of our communication-to-query strategy outlined in Section 1.1, our proofs often yield as a by-product new results in query complexity. For example, in Chapter 4 we construct a boolean function with the largest (to-date) gap between its deterministic decision tree complexity and polynomial degree (the previous best was by Kushilevitz [Kus94]). We are delighted to report that this particular construction has been subsequently extended by other researchers. Most notably, a conjecture of Saks and Wigderson [SW86] stated that the largest possible separation between deterministic and zero-sided randomised query complexities should be a power roughly $1.326$ (witnessed by the binary AND-OR tree)—generalising our function, Ambainis et al. [ABB+16a] disproved this conjecture by giving a quadratic separation. Other separations obtained in [ABB+16a] include a quadratic separation between zero-sided and one-sided randomised query complexities (no gap was known previously), as well as a power 4 separation between deterministic and quantum query complexities (decision tree analogue of BQP). The paper [MS15] independently showed that our function from Chapter 4 already disproves the Saks–Wigderson conjecture.

Another paper that was inspired by our construction was that of [ABK16] who exhibited a function witnessing a power 2.5 separation between decision tree analogues of BPP and BQP, as well as a function witnessing a 4th power separation between quantum query complexity and approximate polynomial degree.

Our power 1.5 separation between deterministic communication complexity and $\log \chi(F)$ has been improved to $2 - o(1)$ by Ambainis, Kokainis, and Kothari [AKK15]. This is essentially
optimal in light of the quadratic upper bound [AUY83].

In [ABB+16b] (which is left out of this thesis) we have extended the results of Chapter 5 by giving an essentially optimal power $2 - o(1)$ separation between randomised communication complexity and $\log \chi(F)$. The construction in that paper is a communication version of the analogous query complexity result from [AKK15]. Another result from [ABB+16b] is a power 2.5 separation between the communication analogues of $\text{BPP}$ and $\text{BQP}$, which was inspired by the aforementioned result in query complexity [ABK16].

1.4 What is not included?

Several papers that I have co-authored during my PhD studies have not made their way into this thesis. Some of the results do not quite fit into our communication-to-query storyline: In [GPW16b] we studied the power of Arthur–Merlin communication protocols by asking whether information complexity techniques can be used to prove lower bounds against this model (surprisingly, no). In [GW14, GPW16a] we explored some structural properties of communication complexity classes. The work [ABB+16b] was mentioned above.

Outside of communication complexity, I have worked on separating monotone circuits computing linear boolean operators [FGJ+16]. Lastly, none of my work in distributed computing is included [GS16, GHS14a, GHS14b, GS13, FGK+14, FGKS13, GHL+16].
Chapter 2

Rectangles Are Nonnegative Juntas

Overview. In this chapter, we develop a new method to prove communication lower bounds for composed functions of the form $f \circ g^n$ where $f$ is any boolean function on $n$ inputs and $g$ is a sufficiently “hard” two-party gadget. Our main structure theorem states that each rectangle in the communication matrix of $f \circ g^n$ can be simulated by a nonnegative combination of juntas. This is a new formalization for the intuition that each low-communication randomised protocol can only “query” few inputs of $f$ as encoded by the gadget $g$. Consequently, we characterize the communication complexity of $f \circ g^n$ in all known one-sided (i.e., not closed under complement) zero-communication models by a corresponding query complexity measure of $f$. These models in turn capture important lower bound techniques such as corruption, smooth rectangle bound, relaxed partition bound, and extended discrepancy. This chapter is based on the following publication:


2.1 Introduction

Many functions studied in communication complexity (e.g., equality, set-disjointness, inner-product, gap-hamming; see [KN97, Juk12]) are composed functions of the form $f \circ g^n$ where $f : \{0, 1\}^n \rightarrow \{0, 1, *\}$ is a partial function and $g : \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\}$ is some small two-party function, often called a gadget. Here Alice and Bob are given inputs $x \in \mathcal{X}^n$ and $y \in \mathcal{Y}^n$, respectively; we think of the inputs as being partitioned into blocks $x_i \in \mathcal{X}$ and $y_i \in \mathcal{Y}$ for $i \in [n]$. Their goal is to compute

$$(f \circ g^n)(x, y) \coloneqq f(g(x_1, y_1), \ldots, g(x_n, y_n)).$$
Intuitively, the difficulty in computing $f \circ g^n$ stems from the fact that for any $i$, the $i$-th input $z_i := g(x_i, y_i)$ to $f$ remains unknown to either party until they decide to communicate enough information about $x_i$ and $y_i$. Indeed, an educated guess is that—assuming $g$ is chosen carefully—the communication complexity of $f \circ g^n$ should be explained by some query measure of $f$.

This chapter is about formalizing the above intuition. Our main result is the following.

Simulation Theorem (Theorem 2.2, informally). Many types of randomised protocols for $f \circ g^n$ can be simulated by a corresponding type of randomised decision tree for $f$.

This result makes it easy to prove strong lower bounds for $f \circ g^n$ in all known one-sided (and some two-sided) zero-communication models. Here a zero-communication protocol is understood in the sense of [KLL+15] as a probability distribution over (labelled) rectangles $R = X \times Y$ (where $X \subseteq X^n$ and $Y \subseteq Y^n$) together with some acceptance criterion (and hence no communication is needed for Alice and Bob to select a rectangle, since it can be sampled with public randomness). Such models can be used to capture all known rectangle-based lower bound techniques used in communication complexity. This includes widely studied measures such as corruption [Yao83, BFS86, Raz92, Kla03, BPSW06, She12a, GW14], smooth rectangle bound [JK10, Kla10, CKW12, JY12, HJ13, KMSY14], relaxed partition bound [KLL+15], and extended discrepancy [Kla03, GL14]; see [JK10] for an extensive catalog. The Simulation Theorem applies to all these measures: it reduces the task of understanding a specific communication complexity measure of $f \circ g^n$ to the task of understanding a corresponding query complexity measure of $f$, which is typically a far easier task.

2.1.1 Main structural result: Junta Theorem

In order to motivate our approach (and to introduce notation), we start by reviewing some previous influential work in communication complexity.

Prior work: Approximation by polynomials. A long line of prior work has developed a framework of polynomial approximation to analyze the communication complexity of composed functions. Building on the work of Razborov [Raz03], a general framework was introduced by Sherstov [She09, She11a] (called the pattern matrix method) and independently by Shi and Zhu [SZ09] (called the block-composition method). See also the survey [She08]. Both methods have since been studied in the two-party setting [LZ10, RS10, She11b] and also the multiparty setting [LS09b, AC08, Cha08, She12b, She14b, RY15].

One way to phrase the approach taken in these works (a “primal” point of view championed in [She12b]) is as follows. Let $\Pi$ be a randomised protocol and let $\text{acc}_\Pi(x, y)$ denote the probability that $\Pi$ accepts an input $(x, y)$. For example, if $\Pi$ computes a two-party function $F$ with error at most $1/4$, then $\text{acc}_\Pi(x, y) \in [3/4, 1]$ for every 1-input $(x, y) \in F^{-1}(1)$ and $\text{acc}_\Pi(x, y) \in [0, 1/4]$ for every 0-input $(x, y) \in F^{-1}(0)$. When $F := f \circ g^n$ is a composed function,
we can define $\text{acc}_\Pi(z)$ for $z \in \text{dom } f$ (domain of $f$) meaningfully as the probability that $\Pi$ accepts a random two-party encoding of $z$. More specifically, letting $E$ denote expectation and $U_z$ the uniform distribution over $(g^n)^{-1}(z)$ we define

$$\text{acc}_\Pi(z) := E_{(x,y) \sim U_z} \text{acc}_\Pi(x,y).$$

The centerpiece in the framework is the following type of structure theorem: assuming $g$ is chosen carefully, for any cost-$c$ protocol $\Pi$ there is a degree-$O(c)$ multivariate polynomial $p(z)$ such that $\text{acc}_\Pi(z) \approx p(z)$. Here the approximation error is typically measured point-wise. Consequently, if $f$ cannot be approximated point-wise with a low-degree polynomial, one obtains lower bounds against any bounded-error protocol computing $f \circ g^n$.

A technical convenience that will be useful for us is that since randomised protocols are essentially linear combinations of 0/1-labelled rectangles $R$, it suffices to study the acceptance probability of each individual rectangle $R$. More formally, it suffices to understand $\text{acc}_R(z)$, defined as the probability that $(x,y) \in R$ for a random encoding $(x,y) \sim U_z$ of $z$. Put succinctly,

$$\text{acc}_R(z) := U_z(R).$$

An important feature of the polynomial framework is that it often yields tight lower bounds for two-sided (i.e., closed under complement) randomised models. However, polynomials are not always the most precise modeling choice when it comes to understanding one-sided (i.e., not closed under complement) randomised models, such as randomised generalizations of NP and measures like nonnegative rank.

This chapter: Approximation by conical juntas. In this chapter, we show that randomised protocols for composed functions can be simulated by conical juntas, a nonnegative analog of polynomials. Let $h: \{0,1\}^n \rightarrow \mathbb{R}_{\geq 0}$ be a function. We say that $h$ is a $d$-junta if it only depends on at most $d$ of its input bits—we stress that all juntas in this thesis are nonnegative by definition. More generally, we call $h$ a conical $d$-junta if it lies in the nonnegative cone generated by $d$-juntas, i.e., if we can write $h = \sum_i a_i h_i$ where $a_i \geq 0$ are nonnegative coefficients and $h_i$ are $d$-juntas. Equivalently, a conical $d$-junta can be viewed as a nonnegative combination of width-$d$ conjunctions (i.e., functions of the form $(\ell_1 \land \cdots \land \ell_w)$ where $w \leq d$ and each $\ell_i$ is an input variable or its negation). Note that a conical $d$-junta is, in particular, a polynomial of degree at most $d$.

For concreteness, we state and prove our results for logarithmic-size inner-product gadgets. That is, throughout this chapter, we restrict our attention to the following setting of parameters:
• The gadget is given by \( g(x, y) := \langle x, y \rangle \mod 2 \), where \( x, y \in \{0, 1\}^b \).

• The block length \( b = b(n) \) satisfies \( b(n) \geq 100 \log n \). (†)

(However, our results hold more generally whenever \( g \) is a sufficiently strong two-source extractor; see Remark 1. Further, lower bounds for inner-product gadget as above can be used to get lower bounds for other gadgets with worse parameters. See Section 2.1.4 for more discussion.)

We are now ready to state our key structural result. The result essentially characterizes the computational power of a single rectangle in the communication matrix of \( f \circ g^n \). Note that the theorem makes no reference to \( f \).

**Theorem 2.1 (Junta Theorem).** Assume (†). For any \( d \geq 0 \) and any rectangle \( R \) in the domain of \( g^n \) there exists a conical \( d \)-junta \( h \) such that, for all \( z \in \{0, 1\}^n \),

\[
\text{acc}_R(z) \in (1 \pm 2^{-\Theta(b)}) \cdot h(z) \pm 2^{-\Theta(db)}.
\]

(2.1)

**Discussion.** Theorem 2.1 is similar in spirit to the approach taken by Chan et al. [CLRS13]. They gave a black-box method for converting Sherali–Adams lower bounds into size lower bounds for extended formulations. A key step in their proof is to approximate a single nonnegative rank-1 matrix with a single junta. In our approach, we approximate a single rectangle with a whole nonnegative combination of juntas. This allows us to achieve better error bounds that yield tight characterizations for many communication models (as discussed in Section 2.1.2 below). In the language of communication complexity, the lower bounds of [CLRS13] went up to about \( \Omega(\log^2 n) \). See [CLRS13, §3.1] for more discussion.

The additive error \( 2^{-\Theta(db)} \) in Theorem 2.1 is essentially optimal, and the same additive error appears in the polynomial approximation framework. The multiplicative error \( (1 \pm 2^{-\Theta(b)}) \) is new: this is the cost we end up incurring for using juntas instead of polynomials. Such multiplicative error does not appear in the polynomial approximation framework. Whether one can achieve better multiplicative accuracy in Theorem 2.1 is left as an open problem (see Section 2.1.4).

Maybe the biggest drawback with Theorem 2.1 is that our proof assumes block length \( b = \Omega(\log n) \) (cf. the pattern matrix method works even when \( b = \Theta(1) \)). Whether Theorem 2.1 (or some relaxed form of it) is true for \( b = \Theta(1) \) is left as an open problem.

**2.1.2 Communication versus query: Simulation Theorem**

The most intuitive way to formalize our Simulation Theorem is in terms of different randomised models of computation rather than in terms of different lower bound measures. Indeed, we consider several models originally introduced in the context of Turing machine complexity theory: for any such model \( C \) one can often associate, in a canonical fashion, a communication model \( C^{cc} \) and a decision tree model \( C^{dt} \). We follow the convention of using names of models as
complexity measures so that $C_{cc}(F)$ denotes the communication complexity of $F$ in model $C_{cc}$, and $C_{dt}(f)$ denotes the query complexity of $f$ in model $C_{dt}$. In this thesis, we further identify $C_{cc}$ with the class of partial functions $F$ with $C_{cc}(F) \leq \text{poly}(\log n)$. We stress that our complexity classes consist of partial functions (i.e., promise problems)—for total functions many surprising collapses are possible (e.g., $\text{NP}_{cc} \cap \text{coNP}_{cc} = \text{P}_{cc}$ for total functions [KN97, §2.3]).

Our methods allow us to accurately analyze the models listed below (see also Figure 2.1). Our discussion in this introduction is somewhat informal; see Section 2.3 for precise definitions.

- **NP**: Nondeterminism. We view an NP computation as a randomised computation where 1-inputs are accepted with non-zero probability and 0-inputs are accepted with zero probability. The communication analog $\text{NP}_{cc}$ was formalized in the work of Babai et al. [BFS86] that introduced communication complexity analogs of classical complexity classes.

- **WAPP**: Weak Almost-Wide PP [BGM06]. A WAPP computation is a randomised computation such that 1-inputs are accepted with probability in $[(1 - \epsilon)\alpha, \alpha]$, and 0-inputs are accepted with probability in $[0, \epsilon\alpha]$ where $\alpha = \alpha(n) > 0$ is arbitrary and $\epsilon < 1/2$ is a constant. The communication analog $\text{WAPP}_{cc}$ is equivalent to the (one-sided) smooth rectangle bound of Jain and Klauck [JK10] and also to approximate nonnegative rank by a result of Kol et al. [KMSY14]. We also study a two-sided model $\text{WAPP} \cap \text{coWAPP}$ whose communication analog corresponds to the two-sided smooth rectangle bound, which was called the relaxed partition bound by [KLL+15].

- **SBP**: Small Bounded-Error Probability [BGM06]. An SBP computation is a randomised computation such that 1-inputs are accepted with probability in $[\alpha, 1]$ and 0-inputs are accepted with probability in $[0, \alpha/2]$ where $\alpha = \alpha(n) > 0$ is arbitrary. The communication analog $\text{SBP}_{cc}$ is equivalent to the (one-sided) corruption bound originally defined in [Yao83] (see [GW14]).

- **PostBPP**: Postselected BPP [Aar05]. (Equivalent to $\text{BPP}_{\text{path}}$ [HHT97].) A PostBPP computation is a randomised computation that may sometimes output $\perp$ (representing “abort” or “don’t know”), but conditioned on not outputting $\perp$ the output is correct with probability at least 3/4. The communication analog $\text{PostBPP}_{cc}$ was first studied in [Kla03] (under the

---

**Figure 2.1**: Models and lower bound methods at a glance. Arrows denote class inclusions.
name “approximate majority covers”) and subsequently in [GL14] (under the generic name “zero-communication protocols”) where the term extended discrepancy was coined for the dual characterization of PostBPPcc.

We apply the Junta Theorem to show that when $C$ is one of the above models, any $C^{cc}$ protocol for $f \circ g^n$ can be converted into a corresponding $C^{dt}$ decision tree for $f$. Roughly speaking, this is because such a protocol can be formulated as a distribution over (labelled) rectangles, and each rectangle can be converted (via the Junta Theorem) into a distribution over conjunctions. Hence lower bounds on $C^{cc}(f \circ g^n)$ follow in a black-box way from lower bounds on $C^{dt}(f)$.

**Theorem 2.2** (Simulation Theorem). Assume (†). For any partial $f : \{0,1\}^n \to \{0,1,\ast\}$,

$$C^{cc}(f \circ g^n) = \Theta(C^{dt}(f) \cdot b) \quad \text{for } C \in \{NP, WAPP, SBP\},$$

$$C^{cc}(f \circ g^n) \geq \Omega(C^{dt}(f) \cdot b) \quad \text{for } C = \text{PostBPP}.$$  

(Here we crucially ignore constant factors in the error parameter $\epsilon$ for $C = WAPP$.)

Naturally, the upper bounds in Theorem 2.2 follow from the fact that a communication protocol for $f \circ g^n$ can simulate the corresponding decision tree for $f$: when the decision tree queries the $i$-th input of $f$, the protocol spends $b + 1$ bits of communication to figure out $z_i = g(x_i, y_i)$ in a brute-force manner. (There is one subtlety concerning the two-sided model PostBPP; see Remark 3.)

We also mention that the result for the simplest model $C = NP$ does not require the full power of the Junta Theorem: It is possible to prove it using only a proper subset of the ideas that we present for the other randomised models. We will prove this special case as a warm-up for the Junta Theorem in Section 2.2.

**2.1.3 Applications**

Using the Simulation Theorem we can resolve several questions from prior work.

**SBP and corruption.** Our first application is the following.

**Theorem 2.3.** SBPcc is not closed under intersection.

We prove this theorem by first giving an analogous lower bound for query complexity: there exists a partial $f$ such that $\text{SBP}^{dt}(f) \leq O(1)$, but $\text{SBP}^{dt}(f_\wedge) \geq n^{\Omega(1)}$, where $f_\wedge : \{0,1\}^{2n} \to \{0,1,\ast\}$ is defined by $f_\wedge(z, z') := f(z) \wedge f(z')$. This query separation alone yields via standard diagonalization (e.g., [AW09, §5]) an oracle relative to which the classical complexity class SBP is not closed under intersection, solving an open problem posed by [BGM06]. Applying the Simulation Theorem to $f \circ g^n$ and $f_\wedge \circ g^{2n} = (f \circ g^n)_\wedge$ we then obtain Theorem 2.3.
Theorem 2.3 has consequences for Arthur–Merlin communication (\(\text{MA}^{cc}\), \(\text{AM}^{cc}\)) which has been studied in [Kla03, RS04, AW09, GS10, Kla11, GR15, GPW16b]. Namely, Klauck [Kla03] asked (using the language of uniform threshold covers) whether the known inclusion \(\text{MA}^{cc} \subseteq \text{SBP}^{cc}\) is strict. (This was also re-asked in [GW14].) Put differently, is corruption a complete lower bound method for \(\text{MA}^{cc}\) up to polynomial factors? Since \(\text{MA}^{cc}\) is closed under intersection, we conclude that the answer is “no”.

**Corollary 2.4.** \(\text{SBP}^{cc} \not\subseteq \text{MA}^{cc}\).

Proving explicit lower bounds for \(\text{AM}^{cc}\) remains one of the central challenges in communication complexity. Motivated by this [GPW16b] studied a certain unambiguous restriction of \(\text{AM}^{cc}\), denoted \(\text{UAM}^{cc}\), as a stepping stone towards \(\text{AM}^{cc}\). They asked whether \(\text{UAM}^{cc} \subseteq \text{SBP}^{cc}\). In other words, does corruption give lower bounds against \(\text{UAM}^{cc}\) in a black-box fashion? They showed that the answer is “no” for query complexity. Using the Simulation Theorem it is now straightforward to convert this result into an analogous communication separation.

**Corollary 2.5.** \(\text{UAM}^{cc} \not\subseteq \text{SBP}^{cc}\).

Intriguingly, we still lack \(\text{UAM}^{cc}\) lower bounds for set-disjointness. Corollary 2.5 implies that such lower bounds cannot be blindly derived from Razborov’s corruption lemma [Raz92].

**WAPP and nonnegative rank.** Kol et al. [KMSY14] asked whether the error in the definition of \(\text{WAPP}\) can be efficiently amplified, i.e., whether the parameter \(\epsilon\) can be reduced without blowing up the cost too much. It is known that such amplification is possible for the closely related two-sided model \(\text{AWPP}\), Almost-Wide PP (related to smooth discrepancy and approximate rank), using “amplification polynomials”; see [Fen03, §3] (or [LS09a, §3.2] and [Alo03] for approximate rank). In [KMSY14] it was shown that no one-sided analog of amplification polynomials exists, ruling out one particular approach to amplification.

We show unconditionally that \(\text{WAPP}^{cc}\) (and hence \(\text{rank}^+_\epsilon\), approximate nonnegative rank) does not admit efficient error amplification in the case of partial functions. For total functions, this at least shows that no “point-wise” method can be used to amplify \(\epsilon\), since such methods would also work for partial functions. We write \(\text{WAPP}^{cc}_\epsilon\) for the measure corresponding to error \(\epsilon\).

**Theorem 2.6.** For all constants \(0 < \epsilon < \delta < 1/2\) there exists a two-party partial function \(F\) such that \(\text{WAPP}^{cc}_\delta(F) \leq O(\log n)\) but \(\text{WAPP}^{cc}_\epsilon(F) \geq \Omega(n)\).

**Corollary 2.7.** For all constants \(0 < \epsilon < \delta < 1/2\) there exists a partial boolean matrix \(F\) such that \(\text{rank}^+_\delta(F) \leq n^{O(1)}\) but \(\text{rank}^+_\epsilon(F) \geq 2^{\Omega(n)}\).

In order to conclude Corollary 2.7 from Theorem 2.6 we actually need a stronger equivalence of \(\text{WAPP}^{cc}\) and approximate nonnegative rank than the one proved by Kol et al. [KMSY14]: they showed the equivalence for total functions while we need the equivalence for partial functions. The extension to partial functions is nontrivial, and is related to the issue of “unrestricted” vs. “restricted” models of communication.
Unrestricted vs. restricted models. So far we have discussed “restricted” communication models. We can also define their “unrestricted” counterparts in analogy to the well-studied pair of classes \( \text{PP}^{cc} \) (a.k.a. discrepancy \([\text{Kla07}, \S 8]\)) and \( \text{UPP}^{cc} \) (a.k.a. sign-rank \([\text{PS86}]\)). Recall that a \( \text{PP}^{cc} \) computation is a randomised computation such that 1-inputs are accepted with probability in \([1/2 + \alpha, 1]\), and 0-inputs are accepted with probability in \([0, 1/2 - \alpha]\) where \( \alpha = \alpha(n) > 0 \) is arbitrary. In the unrestricted model \( \text{UPP}^{cc} \) the parameter \( \alpha > 0 \) can be arbitrarily small (consequently, the model is defined using private randomness), whereas in the restricted model \( \text{PP}^{cc} \) the cost of a protocol with parameter \( \alpha \) is defined as the usual communication cost plus \( \log(1/\alpha) \). It is known that \( \text{PP}^{cc} \subseteq \text{UPP}^{cc} \) where the separation is exponential \([\text{BVdW07}]\).

One can analogously ask whether the unrestricted–restricted distinction is relevant for the models considered in this chapter. (The question was raised and left unresolved for \( \text{SBP} \) in \([\text{GW14}]\).) In fact, the separation of \([\text{BVdW07}]\) already witnesses \( \text{PostBPP}^{cc} \subseteq \text{UPostBPP}^{cc} \) where the latter is the unrestricted version of the former. By contrast, we prove that the distinction is immaterial for \( \text{WAPP}^{cc} \) and \( \text{SBP}^{cc} \), even for partial functions: the unrestricted models \( \text{UWAPP}^{cc} \) and \( \text{USBP}^{cc} \) (see Section 2.3 for definitions) are essentially no more powerful than their restricted counterparts. Consequently, the Simulation Theorem can be applied to analyze these unrestricted models, too—but the equivalences are also interesting in their own right.

**Theorem 2.8.** \( \text{SBP}^{cc}(F) \leq O(\text{USBP}^{cc}(F) + \log n) \) for all \( F \).

**Theorem 2.9.** \( \text{WAPP}^\delta_{\epsilon}(F) \leq O(\text{UWAPP}^\epsilon_{\epsilon}(F) + \log(n/(\delta - \epsilon))) \) for all \( F \) and \( 0 < \epsilon < \delta < 1/2 \).

The seemingly more powerful models \( \text{USBP}^{cc} \) and \( \text{UWAPP}^{cc} \) admit characterizations in terms of the nonnegative rank of matrices: instead of rectangles, the protocols compute using nonnegative rank-1 matrices. In particular, \( \text{UWAPP}^{cc} \) turns out to capture \( \text{rank}^+_{\epsilon} \); it is Theorem 2.9 that will be used in the proof of Corollary 2.7 above.

### 2.1.4 Open problems

Our main open question is whether **Theorem 2.1** continues to hold for \( b = O(1) \). If true, such a result would be very useful as inner-product on \( b \) bits can be simulated by most other gadgets on blocks of length roughly \( 2^b \) (which would be \( O(1) \) again). This in turn would give new and more unified proofs of important communication complexity lower bounds such as Razborov’s corruption lower bound for set-disjointness \([\text{Raz92}]\) and the lower bound for gap-hamming \([\text{CR12, She12a, Vid13}]\). A first hurdle in understanding the case \( b = O(1) \) seems to be **Lemma 2.13**—does some version of it hold for \( b = O(1) \)? In particular, using notions from Section 2.2.2, we can ask the following concrete question as a starting point: For \( b \) a sufficiently big constant, \( g \) the inner-product gadget, and two independent 0.9-dense sources \( X, Y \) over \((\{0,1\}^b)^n\), does \( g^n(X, Y) \) have full support over \( \{0,1\}^n \)?

The following are some other relevant open problems.
• Can the multiplicative accuracy in Theorem 2.1 be improved? This issue seems to be what is preventing us from quantitatively improving on the lower bounds obtained by [CLRS13] for the LP extension complexity of approximating Max-Cut.

• Raz and McKenzie [RM99] (see also Chapter 4) obtained a simulation theorem that converts deterministic communication protocols for \( f \circ g^n \) into deterministic decision trees for \( f \), where \( g \) a certain polynomial-size gadget. Can our methods be used to simplify their proof, or to extend their result to other \( g \)'s?

• Our focus in this chapter has been on partial functions. It remains open whether \( \text{SBP}^{cc} = \text{MA}^{cc} \) for total functions, or whether efficient error amplification exists for \( \text{WAPP}^{cc} \) for total functions.

2.1.5 Notational conventions

We always write random variables in bold (e.g., \( x, y, z \)). Capital letters \( X, Y \) are reserved for subsets of inputs to \( G = g^n \) (so all rectangles \( R \) are of the form \( X \times Y \)). We identify such sets with flat distributions: we denote by \( X \) the random variable that is uniformly distributed on \( X \). Given a distribution \( D \) and an event \( E \) we denote by \( (D \mid E) \) the conditional distribution of \( D \) given \( E \), specifically, \( (D \mid E)(\cdot) := D(\cdot \cap E)/D(E) \). We also use the shorthand \( D(\cdot \mid E) := (D \mid E)(\cdot) \).

2.2 Proof of the Junta Theorem

In this section we prove Theorem 2.1, restated here for convenience.

**Theorem 2.1** (Junta Theorem). Assume (†). For any \( d \geq 0 \) and any rectangle \( R \) in the domain of \( g^n \) there exists a conical \( d \)-junta \( h \) such that, for all \( z \in \{0,1\}^n \),

\[
\text{acc}_R(z) \in (1 \pm 2^{-\Theta(b)}) \cdot h(z) \pm 2^{-\Theta(db)}.
\]

2.2.1 Proof overview

We write \( G := g^n \) for short. Fix \( d \geq 0 \) and a rectangle \( L \subseteq \text{dom} \ G \). Our goal is to approximate \( \text{acc}_L(z) \) by some conical \( d \)-junta \( h(z) \). (We are going to use the symbol \( L \) for the “main” rectangle so as to keep the symbol \( R \) free for later use as a more generic rectangle.) The high-level idea in our proof is extremely direct: to find a suitable \( h \) we partition—or at least almost partition—the rectangle \( L \) into subrectangles \( R \subseteq L \) that behave like width-\( d \) conjunctions.

**Definition 2.10** (Conjunction rectangles). A rectangle \( R \) is a \((d, \epsilon)\)-conjunction if there exists a width-\( d \) conjunction \( h_R : \{0,1\}^n \to \{0,1\} \) (i.e., \( h_R \) can be written as \( (\ell_1 \land \cdots \land \ell_w) \) where \( w \leq d \) and each \( \ell_i \) is an input variable or its negation) such that \( \text{acc}_R(z) \in (1 \pm \epsilon) \cdot a_R h_R(z) \) for some \( a_R \geq 0 \) and all \( z \in \{0,1\}^n \).

The proof is split into three subsections.
(§2.2.2) **Block-wise density:** We start by discussing a key property that is a sufficient condition for a subrectangle $R \subseteq L$ to be a conjunction rectangle.

(§2.2.3) **Warm-up: Nondeterministic simulation:** Before proceeding with the full proof of the Junta Theorem, we first demonstrate the usefulness of block-wise density by giving a direct proof of a special case: the simulation theorem for $\text{NP}$. (This special case is all that is needed in Chapter 3.)

(§2.2.4) **Reduction to a packing problem:** Continuing with the full proof, instead of partitioning $L$ into conjunctions, we show that it suffices to find a packing (disjoint collection) of conjunction subrectangles of $L$ that cover most of $L$ relative to a given distribution over inputs. This will formalize our main technical task: solving a type of packing-with-conjunctions problem.

(§2.2.5) **Solving the packing problem:** This is the technical heart of the proof: we describe an algorithm to find a good packing for $L$.

### 2.2.2 Block-wise density

In this subsection we introduce a central notion that will allow us to extract close to uniform output from sufficiently random inputs to $G = g^n : \{0, 1\}^{bn} \times \{0, 1\}^{bn} \to \{0, 1\}^n$. Recall that in the setting of two-source extractors (e.g., [Vad12]), one considers a pair of independent random inputs $x$ and $y$ that have high min-entropy, defined by $H_\infty(x) := \min_x \log(1/\Pr[x = x])$. In our setting we think of $G = g^n$ as a local two-source extractor: each of the $n$ output bits depends only on few of the input bits. Hence we need a stronger property than high min-entropy on $x$ and $y$ to guarantee that $z := G(x, y)$ will be close to uniform. This property we call **block-wise density**. Below, for $I \subseteq [n]$, we write $x_I$ for the restriction of $x$ to the blocks determined by $I$.

**Definition 2.11** (Block-wise density). A random variable $x \in \{0, 1\}^{bn}$ is $\delta$-dense if for all $I \subseteq [n]$ the blocks $x_I$ have min-entropy rate at least $\delta$, that is, $H_\infty(x_I) \geq \delta |I|$.

**Definition 2.12** (Multiplicative uniformity). A distribution $\mathcal{D}$ on $\{0, 1\}^m$ is $\epsilon$-uniform if $\mathcal{D}(z) \in (1 \pm \epsilon) \cdot 2^{-m}$ for all outcomes $z$.

**Lemma 2.13.** Assume (†). If $x$ and $y$ are independent and 0.6-dense, then $G(x, y)$ is $2^{-b/20}$-uniform.

**Proof.** Let $z := G(x, y)$. First observe that for any $I \subseteq [n]$ the parity of the output bits $z_I$ is simply $\langle x_I, y_I \rangle \mod 2$. We use the fact that inner-product is a good two-source extractor to argue that this parity is close to an unbiased random bit. Indeed, by 0.6-density we have $H_\infty(x_I) + H_\infty(y_I) \geq 1.2 \cdot b |I|$ and this implies by a basic theorem of Chor and Goldreich [CG88, Theorem 9] that for $I \neq \emptyset$,

$$\left| \Pr[\langle x_I, y_I \rangle \mod 2 = 0] - 1/2 \right| \leq 2^{-0.1 \cdot b |I| + 1}. \quad (2.2)$$
This bound is enough to yield \( \epsilon \)-uniformity for \( \epsilon := 2^{-b/20} \), as we next verify using standard Fourier analysis (see, e.g., [O'D14]).\(^1\) Let \( \mathcal{D} \) be the distribution of \( z \). We think of \( \mathcal{D} \) as a function \( \{0,1\}^n \to [0,1] \) and write it in the Fourier basis as

\[
\mathcal{D}(z) = \sum_{I \subseteq [n]} \hat{\mathcal{D}}(I) \chi_I(z)
\]

where \( \chi_I(z) := (-1)^{\sum_{i \in I} z_i} \) and \( \hat{\mathcal{D}}(I) := 2^{-n} \sum_z \mathcal{D}(z) \chi_I(z) = 2^{-n} \cdot E_{z \sim \mathcal{D}}[\chi_I(z)] \). Note that \( \hat{\mathcal{D}}(\emptyset) = 2^{-n} \) because \( \mathcal{D} \) is a distribution. In this language, property (2.2) says that, for all \( I \neq \emptyset \),

\[
2^n \cdot |\hat{\mathcal{D}}(I)| = |E[(-1)^{\langle x_I, y_I \rangle}]| \leq 2^{-0.1|I|+2},
\]

which is at most \( \epsilon 2^{-2|I| \log n} \) by our definition of \( b \) and \( \epsilon \). Hence,

\[
2^n \sum_{I \neq \emptyset} |\hat{\mathcal{D}}(I)| \leq \epsilon \sum_{I \neq \emptyset} 2^{-2|I| \log n} = \epsilon \sum_{k=1}^n \left( \frac{n}{k} \right) 2^{-2k \log n} \leq \epsilon \sum_{k=1}^n 2^{-k \log n} \leq \epsilon.
\]

We use this to show that \( |\mathcal{D}(z) - 2^{-n}| \leq \epsilon 2^{-n} \) for all \( z \in \{0,1\}^n \), which proves the lemma. To this end, let \( \mathcal{U} \) denote the uniform distribution (note that \( \hat{\mathcal{U}}(I) = 0 \) for all \( I \neq \emptyset \)) and let \( \mathbf{1}_z \) denote the indicator for \( z \) defined by \( \mathbf{1}_z(z) = 1 \) and \( \mathbf{1}_z(z') = 0 \) for \( z' \neq z \) (note that \( |\mathbf{1}_z(I)| = 2^{-n} \) for all \( I \)). We can now calculate

\[
|\mathcal{D}(z) - 2^{-n}| = |\langle \mathbf{1}_z, \mathcal{D} \rangle - \langle \mathbf{1}_z, \mathcal{U} \rangle| = |\langle \mathbf{1}_z, \mathcal{D} - \mathcal{U} \rangle| = 2^n \cdot |\langle \mathbf{1}_z, \hat{\mathcal{D}} - \hat{\mathcal{U}} \rangle| \\
\leq 2^n \cdot \sum_{I \neq \emptyset} |\hat{\mathbf{1}}_z(I)| \cdot |\hat{\mathcal{D}}(I)| = \sum_{I \neq \emptyset} |\mathcal{D}(I)| \leq \epsilon 2^{-n}.
\]

Remark 1. The only properties of inner-product we needed in the above proof were that it is a strong two-source extractor and that it satisfies an XOR-lemma. However, all sufficiently strong two-source extractors have the latter property automatically [Sha03], so we could have fixed \( g \) to be any such extractor in Theorem 2.1. It is known [LSS08] that an XOR-lemma holds even under the weaker assumption of \( g \) having low discrepancy (not necessarily under the uniform distribution over \( \text{dom} g \)). Hence it is plausible that Theorem 2.1 could be extended to handle such \( g \), as well.

We have the following corollary; here we write \( \bar{I} := [n] \setminus I \) for short.

**Corollary 2.14.** Assume (†). Let \( R = X \times Y \) and suppose there is an \( I \subseteq [n] \) such that \( X_I \) and \( Y_I \) are fixed while \( X_{\bar{I}} \) and \( Y_{\bar{I}} \) are 0.6-dense. Then \( R \) is an \( (|I|, O(2^{-b/20})) \)-conjunction.

**Proof.** Let \( z := G(X, Y) \) and note that \( z_I \) is fixed. Write \( \epsilon := 2^{-b/20} \) for short. Applying Lemma 2.13 to \( x = X_{\bar{I}} \) and \( y = Y_{\bar{I}} \) (\( x \) and \( y \) are 0.6-dense) shows that \( |G^{-1}(z) \cap R|/|R| \in (1 \pm \epsilon) \cdot 2^{-|I|} \) whenever \( z_I = z_I \) and \( 0 \) otherwise. If \( g \) were perfectly balanced, then we would have \( |G^{-1}(z)|/2^{2bn} = 2^{-n} \) for all \( z \in \{0,1\}^n \); instead, since \( g \) is only approximately balanced

\(^1\)This fact resembles the classic “Vazirani XOR-Lemma” [Vaz86], except that the latter only guarantees the distribution is close to uniform in statistical distance, and it assumes a single bound on the bias of all parities (whereas we assume a bound that depends on the size of the parity).
Proof. Suppose not: there is some nonempty set \( x \), \( y \) \in \{0,1\}^m, which are 1-dense). Therefore \( \text{acc}_R(z) = |G^{-1}(z) \cap R|/|G^{-1}(z)| \in (1+O(\varepsilon))\cdot 2|I| - 2^{bm}|R| \) if \( z_I = z_I \) and \( \text{acc}_R(z) = 0 \) if \( z_I \neq z_I \). This is of the form \((1+O(\varepsilon))\cdot a_R h_R(z)\) (where \( h_R(z) = 1 \) iff \( z_I = z_I \)), as required.

### 2.2.3 Warm-up: Nondeterministic simulation

For expository purposes, we use the concept of block-wise density to give a direct proof of Theorem 3.4 for the case of \( \mathcal{C} = \text{NP} \), namely:

**Theorem 2.15.** Assume \((\dagger)\). For all \( f : \{0,1\}^n \rightarrow \{0,1\} \),

\[
\text{NP}^{\text{cc}}(f \circ G) \geq \Omega(\text{NP}^{\text{dt}}(f) \cdot b).
\]

In words, we prove that any covering \( \Pi \) of the 1-inputs of \( f \circ G \) using \( 2^d \) rectangles implies an \( O(d/b) \)-width DNF representation for \( f \). Our goal will be to argue that for every \( z \in f^{-1}(1) \) there is a small-width conjunction that certifies \( f(z) = 1 \). More precisely, we are looking for a conjunction \( h \) such that \((i) h \) has width \( O(d/b) \), \((ii) h \) accepts \( z \), and \((iii) h \) only accepts 1-inputs of \( f \). To find such a conjunction, we find a subrectangle \( R \subseteq L \) of some \( L \in \Pi \) such that \( G(R) \) equals the set of inputs accepted by some \( h \) satisfying the properties prescribed above. More precisely, \((i) G(R) \) is a subcube of codimension \( O(d/b) \), that is, \( G(R) \) is fixed on \( O(d/b) \) many coordinates and has full support elsewhere, in fact, we find an \( R \) that is an \( (O(d/b),1/2)-\)conjunction rectangle, \((ii) z \in G(R) \), and \((iii) G(R) \subseteq f^{-1}(1) \). Note that any \( R \subseteq L \in \Pi \) contains only 1-inputs of \( f \circ G \) so that \( G(R) \) contains only 1-inputs of \( f \), that is, property \((iii) \) will hold automatically.

**Finding \( R \).** Fix \( z \in f^{-1}(1) \) and let \( x y \) be uniformly distributed on \( G^{-1}(z) \). Using the fact that \( \Pi \) covers the whole support of \( x y \), we can find some \( L \in \Pi \) such that \( \Pr[xy \in L] \geq 2^{-d} \). Denote by \((xy \mid xy \in L)\) the variables \( xy \) conditioned on the event \( "xy \in L" \).

Let \( I \subseteq [n] \) be a maximum-size subset for which 0.8-density is violated for \((xy \mid xy \in L)\), and let \( \alpha \) be an outcome witnessing this: \( \Pr[x_{\bar{I}}y_I = \alpha \mid xy \in L] > 2^{-1.6b|I|} \). We claim that conditioning further on the event \( "x_{\bar{I}}y_I = \alpha" \), the remaining blocks indexed by \( \bar{I} := [n] \setminus I \) are 0.8-dense. Write \( x'y' := (xy \mid xy \in L, x_{\bar{I}}y_I = \alpha) \) for short.

**Claim 2.16.** \( x'y' \) is 0.8-dense.

**Proof.** Suppose not: there is some nonempty set \( J \subseteq \bar{I} \) and a string \( \beta \) such that \( \Pr[x_{\bar{I}}y_J = \beta \mid xy \in L, x_{\bar{I}}y_I = \alpha] \geq 2^{-1.6b|J|} \). Now \( \Pr[x_{\bar{I}}y_I = \alpha \text{ and } x_{\bar{I}}y_J = \beta \mid xy \in L] = \Pr[x_{\bar{I}}y_I = \alpha \mid xy \in L] \cdot \Pr[x_{\bar{I}}y_J = \beta \mid xy \in L, x_{\bar{I}}y_I = \alpha] > 2^{-1.6b|I|} \cdot 2^{-1.6b|J|} = 2^{-1.6b|I∪J|} \). But this means that \((xy \mid xy \in L)\) violates 0.8-density on \( I \cup J \), which contradicts the maximality of \( I \).

**Claim 2.17.** \(|I| \leq O(d/b)\).
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Proof. Our gadget is almost balanced: \(|g^{-1}(1)|, |g^{-1}(0)| \geq 2^{2b}/4 = 2^{b-1}\). It follows that 
\(H_\infty(x_Iy_I) \geq 2(b-1)|I|\) for all \(I \subseteq \{n\}\). On the one hand, 
\(H_\infty(x_Iy_I | xy \in L) \geq H_\infty(x_Iy_I) - \log(1/\Pr[xy \in R]) \geq 2(b-1)|I| - d\), where we used 
the fact that conditioning on an event with probability \(p\) lowers the min-entropy by at most \(\log(1/p)\). On the other hand, 
\(H_\infty(x_Iy_I | xy \in L) < 1.6b|I|\) as \((xy | xy \in L)\) violates 0.8-density on \(I\). These two bounds imply the claim.  

In summary, \(x'y'\) is fixed on \(O(d/b)\) many blocks \(I\), and 0.8-dense on the remaining blocks \(\bar{I}\). 
To apply Lemma 2.13 we need a pair of independent random variables, and currently \(x'\) and \(y'\) 
are highly correlated (e.g., \(G(x', y') = z\)). Let \(x''\) and \(y''\) be independent copies of \(x'\) and \(y'\).

Claim 2.18. \(x''_I y''_I\) is 0.6-dense.

Proof. Let \(J \subseteq \bar{I}\). We want to show \(H_\infty(x''_J y''_J) \geq 1.2b|J|\). We calculate \(H_\infty(x'_J) \geq H_\infty(x'_J y'_J) - b|J| \geq 1.6b|J| - b|J| = 0.6b|J|\), 
where the first inequality follows since \(b|J|\) is an upper bound on the support size of \(y'_J\) (measured in bits) 
and the second inequality uses the 0.8-density of \(x'_J y'_J\). The same bound holds for \(H_\infty(y'_J)\). Hence 
\(H_\infty(x''_J y''_J) = H_\infty(x''_J) + H_\infty(y''_J) = H_\infty(x'_J) + H_\infty(y'_J) \geq 0.6b|J| + 0.6b|J| = 1.2b|J|\).

The subrectangle \(R \subseteq L\) we are looking for is now defined as the support of \(x''y''\). We can 
apply Lemma 2.13 to \(x''_I y''_I\) to deduce that \(G(x'', y'') \in G(R)\) has full support on \(\bar{I}\) (in fact, 
lemma states that \(G(x'', y'')\) is even multiplicatively uniform on this support). Moreover, 
by construction, \(G(R)\) is fixed on \(I\) and \(z \in G(R)\). This concludes the proof of Theorem 2.15.

2.2.4 Reduction to a packing problem

Let us continue with the proof of the full Junta Theorem. The purpose of this subsection is to 
massage the statement of the Junta Theorem into an alternative form in order to uncover its 
main technical content. We will end up with a certain type of packing problem, formalized in 
Theorem 2.20 at the end of this subsection.

Fix some “multiplicative” error bound \(\epsilon := 2^{-\Theta(b)}\) for the purposes of the following discussion. 
Whenever \(\mathcal{C}\) is a packing (disjoint collection) of \((d, \epsilon)\)-conjunction subrectangles of \(L\) we let

\[h_\epsilon := \sum_{R \in \mathcal{C}} a_R h_R.\]

Write \(\cup \mathcal{C} := \bigcup_{R \in \mathcal{C}} R\) for short. Then \(\text{acc}_{\cup \mathcal{C}} := \sum_{R \in \mathcal{C}} \text{acc}_R\) is multiplicatively approximated by 
the conical \(d\)-junta \(h_\epsilon\) in the sense that \(\text{acc}_{\cup \mathcal{C}}(z) \in (1 \pm \epsilon) \cdot h_\epsilon(z)\). Hence if we could find a \(\mathcal{C}\) 
that partitioned \(L = \cup \mathcal{C}\), we would have proved the theorem—without incurring any additive 
error.

Unfortunately, there are a few obstacles standing in the way of finding a perfect partition \(\mathcal{C}\). 
One unavoidable issue is that we cannot multiplicatively approximate a tiny rectangle \(L\) with a 
low-degree conical junta. This is why we allow a small additive error and only multiplicatively
approximate the acceptance probabilities of those \( z \) that have large enough \( \text{acc}_L(z) \). Indeed, we set
\[
Z := \{ z \in \{0,1\}^n : \text{acc}_L(z) \geq 2^{-\Theta(db)} \},
\]
and look for a \( \mathcal{C} \) that covers most of each of the sets \( G^{-1}(z) \cap L \) for \( z \in Z \). More precisely, suppose for a moment that we had a packing \( \mathcal{C} \) such that for each \( z \in Z \),
\[
\mathcal{U}_z(\cup \mathcal{C} \mid L) \geq 1 - \epsilon,
\]
where \( \mathcal{U}_z(\cup \mathcal{C} \mid L) = \text{acc}_{\cup \mathcal{C}}(z)/\text{acc}_L(z) \) by definition. Indeed, assuming (2.4) we claim that
\[
(1 - \epsilon) \cdot h_{\mathcal{C}}(z) \leq \text{acc}_L(z) \leq (1 + O(\epsilon)) \cdot h_{\mathcal{C}}(z) + 2^{-\Theta(db)}.
\]
In particular, \( h_{\mathcal{C}} \) achieves the desired approximation (2.1). For the first inequality, since \( \cup \mathcal{C} \subseteq L \) we never multiplicatively overestimate \( \text{acc}_L \), that is, we have \( \text{acc}_L \geq \text{acc}_{\cup \mathcal{C}} \geq (1 - \epsilon) \cdot h_{\mathcal{C}} \). For the second inequality, for \( z \in Z \) we have \( \text{acc}_L(z) \leq (1 - \epsilon)^{-1} \cdot \text{acc}_{\cup \mathcal{C}}(z) \leq (1 + O(\epsilon)) \cdot h_{\mathcal{C}}(z) \), and for \( z \notin Z \) we have simply \( \text{acc}_L(z) < 2^{-\Theta(db)} \) by the definition of \( Z \).

Unfortunately, we do not know how to construct a packing \( \mathcal{C} \) satisfying (2.4) either. Instead, we show how to find a \textit{randomised} packing \( \mathcal{C} \) that guarantees (2.4) \textit{in expectation}. More precisely, our construction goes through the following primal/dual pair of statements that are equivalent by the minimax theorem.

<table>
<thead>
<tr>
<th>Primal:</th>
<th>\exists \text{ distribution } \mathcal{C} \text{ over } \mathcal{C}'s \forall z \in Z \quad \mathbb{E}_{\mathcal{C} \sim \mathcal{C}} \mathcal{U}_z(\cup \mathcal{C} \mid L) \geq 1 - \epsilon</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dual:</td>
<td>\forall \text{ distribution } \mu \text{ over } Z \exists \mathcal{C} \quad \mathbb{E}_{\mathcal{C} \sim \mathcal{C}} \mathcal{U}_z(\cup \mathcal{C} \mid L) \geq 1 - \epsilon</td>
</tr>
</tbody>
</table>

Suppose the primal statement holds for some \( \mathcal{C} \). Then we claim that the convex combination
\[
h := \mathbb{E}_{\mathcal{C} \sim \mathcal{C}} h_{\mathcal{C}}
\]
achieves the desired approximation. The right side of (2.5) can be reformulated as
\[
h_{\mathcal{C}}(z) \geq (1 - O(\epsilon + \epsilon_z)) \cdot (\text{acc}_L(z) - 2^{-\Theta(db)})
\]
where \( \epsilon_z := 1 - \mathcal{U}_z(\cup \mathcal{C} \mid L) \) is a random variable depending on \( \mathcal{C} \) (so \( \mathbb{E}_{\mathcal{C} \sim \mathcal{C}}[\epsilon_z] \leq \epsilon \)). Applying linearity of expectation to (2.6) shows (along with the left side of (2.5)) that \( h \) satisfies (2.1).

Therefore, to prove Theorem 2.1 it remains to prove the dual statement. This will preoccupy us for the whole of Section 2.2.5 where, for convenience, we will prove a slightly more general claim formalized below.

**Definition 2.19** (Lifted distributions). A distribution \( \mathcal{D} \) on the domain of \( G \) is said to be a \textit{lift} of a distribution \( \mu \) on the codomain of \( G \) if \( \mathcal{D}(x,y) = \mu(z)/|G^{-1}(z)| \) where \( z := G(x,y) \). Note that a lifted distribution is a convex combination of distributions of the form \( \mathcal{U}_z \).
Theorem 2.20 (Packing with conjunctions). Assume $\epsilon = 2^{-\Theta(b)}$ such that for any lifted distribution $\mathcal{D}$ with $\mathcal{D}(L) \geq 2^{-db/20}$ there exists a packing $\mathcal{C}$ consisting of $(d,\epsilon)$-conjunction subrectangles of $L$ such that $\mathcal{D}(\cup \mathcal{C} \mid L) \geq 1 - \epsilon$.

The dual statement can be derived from Theorem 2.20 as follows. We need to check that for any distribution $\mu$ on $Z$ there is some lifted distribution $\mathcal{D}$ such that $\mathcal{D}(L) \geq 2^{-db/20}$ and $\mathcal{D}(\cdot \mid L) = \mathcal{E}(\cdot)$ where $\mathcal{E}(\cdot) := \mathbf{E}_{z \sim \mu} \mathcal{U}_z(\cdot \mid L)$ is the probability measure relevant to the dual statement. For intuition, a seemingly natural candidate would be to choose $\mathcal{D} = \mathbf{E}_{z \sim \mu} \mathcal{U}_z$; however, this does not ensure $\mathcal{D}(\cdot \mid L) = \mathcal{E}(\cdot)$ as conditioning on $L$ may not commute with taking convex combinations of $\mathcal{U}_z$’s. This is why we instead define a slightly different distribution $\mu'(z) := \gamma \mu(z)/\mathcal{U}_z(L)$ where $\gamma := (\mathbf{E}_{z \sim \mu} 1/\mathcal{U}_z(L))^{-1}$ is a normalizing constant. If we now choose $\mathcal{D} := \mathbf{E}_{z \sim \mu'} \mathcal{U}_z$ the conditioning on $L$ works out. Indeed, noting that $\gamma = \mathcal{D}(L)$ we have $\mathcal{D}(\cdot \mid L) = \mathcal{D}(L)^{-1} \mathcal{D}(\cdot \cap L) = \gamma^{-1} \sum \mu'(z) \mathcal{U}_z(\cdot \cap L) = \sum \mu(z) \mathcal{U}_z(\cdot \cap L)/\mathcal{U}_z(L) = \mathbf{E}_{z \sim \mu} \mathcal{U}_z(\cdot \mid L) = \mathcal{E}(\cdot)$, as desired. Also note that $\mathcal{D}(L) = \mathbf{E}_{z \sim \mu'} \mathcal{U}_z(L) \geq \mathbf{E}_{z \sim \mu} 2^{-db/20} = 2^{-db/20}$ since $\mu'$ is supported on $Z$.

2.2.5 Solving the packing problem

In this section we prove Theorem 2.20. Fix an error parameter $\epsilon = 2^{-b/100}$.

Notation. In the course of the argument, for any rectangle $R = X \times Y$, we are going to associate a bipartition of $[n]$ into free blocks, denoted free $R$, and fixed blocks, denoted fix $R := [n] \setminus$ free $R$. We will always ensure that $X$ and $Y$ are fixed on the blocks in fix $R$. However, if $X$ and $Y$ are fixed on some block $i$, we may or may not put $i$ into fix $R$; thus the sets fix $R$ and free $R$ are not predefined functions of $R$, but rather will be chosen during the proof of Theorem 2.20. We say that the free marginals of $R$ are $(\delta, \mathcal{D})$-dense if for $xy \sim (\mathcal{D} \mid R)$ we have that $x_{\text{free } R}$ and $y_{\text{free } R}$ are $\delta$-dense. Note that if $\mathcal{D} = \mathcal{U}$ is the uniform distribution, then the definition states that $X_{\text{free } R}$ and $Y_{\text{free } R}$ are $\delta$-dense. The following is a rephrasing of Corollary 2.14.

Proposition 2.21. If the free marginals of $R$ are $(0.6, \mathcal{U})$-dense then $R$ is a $(|\text{fix } R|, \epsilon)$-conjunction. $\square$

We also use the following notation: if $C$ is a condition (e.g., of the form $(x_1 = \alpha)$ or $(x_1 \neq \alpha)$) we write $X_C$ for the set of $x \in X$ that satisfy $C$. For example, $X_{(x_1 = \alpha)} := \{x \in X : x_1 = \alpha\}$.

Roadmap. The proof is in two steps. In the first step we find a packing with subrectangles whose free marginals are $(0.8, \mathcal{D})$-dense. In the second step we “prune” these subrectangles so that their free marginals become $(0.6, \mathcal{U})$-dense. These two steps are encapsulated in the following two lemmas.
Packing Algorithm for $L$:

1. Initialize $\mathcal{P} := \{L\}$ where $\text{fix } L := \emptyset$ and $L$ is labelled live
2. **Repeat** for $n + 1$ rounds
3. Replace each $R \in \mathcal{P}$ by all the non-error subrectangles output by $\text{PARTITION}(R)$
4. Output $\mathcal{C}' := \mathcal{P}$

Subroutine $\text{PARTITION}$ (with error parameter $\delta := \epsilon/2n$)

*Input:* A rectangle $R_{in}$

*Output:* A partition of $R_{in}$ into dense/live/error subrectangles

5. Initialize $R := R_{in}$
6. **While** the following two conditions hold
   (C1): $\mathcal{D}(R | R_{in}) > \delta$
   (C2): The free marginals of $R$ are not both $(0, 0.8, D)$-dense
7. Let $xy \sim (\mathcal{D} | R)$ and let $X$ and $Y$ be such that $R = X \times Y$
8. We may assume that $x_{\text{free } R}$ is not $0.8$-dense (otherwise consider $y_{\text{free } R}$)
9. Let $I \subseteq \text{free } R$ and $\alpha$ be such that $\Pr[x_I = \alpha] > 2^{-0.8|I|}$
10. Let $B := \{ \beta : \Pr[y_I = \beta | x_I = \alpha] > \delta \cdot 2^{-|I|} \}$
11. **For each** $\beta \in B$
   12. Let $R_{\text{out}} := X_{(x_I = \alpha)} \times Y_{(y_I = \beta)}$ with $\text{fix } R_{\text{out}} := \text{fix } R \cup I$
   13. Output $R_{\text{out}}$ labelled as live
14. **End for**
15. Output $X_{(x_I = \alpha)} \times Y_{(y_I \notin B)}$ labelled as error
16. Update $R := X_{(x_I \neq \alpha)} \times Y$ (with the same fix $R$)
17. **End while**
18. Output $R$ labelled as dense if (C2) failed, or as error if (C1) failed

**Figure 2.2:** Packing algorithm.

**Lemma 2.22** (Core packing step). There is a packing $\mathcal{C}'$ of subrectangles of $L$ such that $\mathcal{D}(\cup \mathcal{C}' | L) \geq 1 - \epsilon$ and for each $R \in \mathcal{C}'$ we have $|\text{fix } R| \leq d$ and the free marginals of $R$ are $(0.8, \mathcal{D})$-dense (for some choice of the sets fix $R$ and free $R$).

**Lemma 2.23** (Pruning step). For each $R \in \mathcal{C}'$ there is a subrectangle $R' \subseteq R$ with $\text{fix } R' = \text{fix } R$ such that $\mathcal{D}(R' | R) \geq 1 - \epsilon$ and the free marginals of $R'$ are $(0.6, \mathcal{U})$-dense.

Theorem 2.20 follows immediately by stringing together Lemma 2.22, Lemma 2.23, and Proposition 2.21. In particular, the final packing $\mathcal{C}$ will consist of the pruned rectangles $R'$ (which are $(d, \epsilon)$-conjunctions by Proposition 2.21) and we have $\mathcal{D}(\cup \mathcal{C} | L) \geq (1 - \epsilon)^2 \geq 1 - 2\epsilon$.

(We proved the theorem with error parameter $2\epsilon$ instead of $\epsilon$.)
Core packing step

We will now prove Lemma 2.22. The desired packing $C'$ of subrectangles of $L$ will be found via a packing algorithm given in Figure 2.2.

**Informal overview.** The principal goal in the algorithm is to find subrectangles $R \subseteq L$ whose free marginals are $(0.8, D)$-dense while keeping $|\text{fix } R|$ small. To do this, we proceed in rounds. The main loop of the algorithm maintains a pool $\mathcal{P}$ of disjoint subrectangles of $L$ and in each round we inspect each $R \in \mathcal{P}$ in the subroutine $\text{Partition}$. If we find that $R$ does not have dense free marginals, we partition $R$ further. The output of $\text{Partition}(R)$ is a partition of $R$ into subrectangles each labelled as either dense, live, or error. We are simply going to ignore the error rectangles, i.e., they do not re-enter the pool $\mathcal{P}$. For the live subrectangles $R' \subseteq R$ we will have made progress: the subroutine will ensure that the free marginals of $R'$ will become more dense as compared to the free marginals of $R$.

The subroutine $\text{Partition}$ works as follows. If the input rectangle $R_{\text{in}}$ satisfies the density condition on its free marginals, we simply output $R_{\text{in}}$ labelled as dense. Otherwise we find some subset $I$ of free blocks that violates the density condition on one of the marginals. Then we consider the subrectangle $R_{\text{out}} \subseteq R_{\text{in}}$ that is obtained from $R_{\text{in}}$ by fixing the non-dense marginal to its overly-likely value on $I$ and the other marginal to each of its typical values on $I$. Intuitively, these fixings have the effect of increasing the “relative density” in the remaining free blocks, and so we have found a single subrectangle where we have made progress. We then continue iteratively on the rest of $R_{\text{in}}$ until only a $\delta := \epsilon/2n$ fraction of $R_{\text{in}}$ remains, which we deem as error.

Note that, at the end of $n + 1$ rounds, each $R \in C'$ must be labelled dense because once a rectangle $R$ reaches $\text{fix } R = [n]$, the density condition on the free marginals is satisfied vacuously. It remains to argue that the other two properties in Lemma 2.22 hold for $C'$.

**Error analysis.** We claim that in each run of $\text{Partition}$ at most a fraction $2\delta$ of the distribution $(\mathcal{D} \mid R_{\text{in}})$ gets classified as error. This claim implies that $\cup C'$ covers all but an $\epsilon$ fraction of $(\mathcal{D} \mid L)$ since the total error relative to $(\mathcal{D} \mid L)$ can be easily bounded by the number of rounds (excluding the last round, which only labels the remaining live rectangles as dense) times the error in $\text{Partition}$, which is $n \cdot 2\delta = \epsilon$ under our claim.

To prove our claim, we first note that the error rectangle output on line 18 contributes a fraction $\leq \delta$ of error relative to $(\mathcal{D} \mid R_{\text{in}})$ by (C1). Consider then error rectangles output on line 15. Here we have (using notation from the algorithm) $Pr[y_i \notin B \mid x_I = \alpha] \leq \delta$ by the definition of $B$ so we only incur $\leq \delta$ fraction of error relative to $(\mathcal{D} \mid R')$ where $R' := X_{(x_I = \alpha)} \times Y$. In the subsequent line we redefine $R := R \setminus R'$, which ensures that the errors on line 15 do not add up over the different iterations. Hence, altogether, line 15 contributes a fraction $\leq \delta$ of error relative to $(\mathcal{D} \mid R_{\text{in}})$. The total error in $\text{Partition}$ is then at most $\delta + \delta = 2\delta$, which was our claim.
Number of fixed blocks. Let $R \in \mathcal{C}'$. We need to show that $|\text{fix } R| \leq d$. Let $R_i$, $i \in [n + 1]$, be the unique rectangle in the pool at the start of the $i$-th round such that $R \subseteq R_i$. Let $\ell$ be the largest number such that $R_\ell$ is labelled live. Hence $|\text{fix } R| = |\text{fix } R_\ell|$. Let $Q \supseteq R_\ell$ consist of all the inputs that agree with $R_\ell$ on the fixed coordinates $\text{fix } R$. We claim that
\[
D(Q) \leq 2^{-(2b-2)|\text{fix } R|}, \quad (2.7)
D(R_\ell) \geq 2^{-1.9b|\text{fix } R| - db/20}. \quad (2.8)
\]

Let us first see how to conclude the proof of Lemma 2.22 assuming the above inequalities. Since $D(Q) \geq D(R_\ell)$ we can require that (2.7) $\geq$ (2.8) and (taking logarithms) obtain the inequality
$-(2b-2)|\text{fix } R| \geq -1.9 \cdot b|\text{fix } R| - db/20$. But this implies $|\text{fix } R| \leq d$, as desired.

To prove (2.7), write $D(Q) = \mathbb{E}_{z \sim \mu} U_z(Q)$ for some $\mu$ since $D$ is a lifted distribution. Here for each fixed $z$ we either have $U_z(Q) = 0$ in case the fixings of $Q$ are inconsistent with $z$, or otherwise $U_z(Q) = \prod_{j \in \text{fix } R} 1/|g_1^{-1}(z_j)| \leq 2^{-(2b-2)|\text{fix } R|}$ (where we used the fact that the gadget $g$ is approximately balanced: $|g_1^{-1}(1)|, |g_1^{-1}(0)| \geq 2^{2k}/4$). Hence $D(Q)$ is a convex combination of values that satisfy (2.7).

To prove (2.8), note that $D(R_\ell) = D(R_\ell \mid L) \cdot D(L) \geq D(R_\ell \mid L) \cdot 2^{-db/20}$. Hence it suffices to show that $D(R_\ell \mid L) \geq 2^{-1.9b|\text{fix } R|}$. To this end, write $|\text{fix } R| = \sum_{i=1}^{\ell} |I_i|$ where $I_i$ is the set of blocks that were fixed to obtain $R_{i+1} = R_{\text{out}}$ from $R_i = R_{\text{in}}$ and use the following claim inductively.

**Claim 2.24.** Each $R'_{\text{out}}$ output labelled as live (on line 13) satisfies $D(R'_{\text{out}} \mid R_{\text{in}}) \geq 2^{-1.9b|I|}$.

**Proof.** Using notation from the algorithm,
\[
D(R_{\text{out}} \mid R_{\text{in}}) = D(R_{\text{out}} \mid R) \cdot D(R \mid R_{\text{in}})
\geq D(R_{\text{out}} \mid R) \cdot \delta \quad \text{(by (C1))}
= \Pr[x_I = \alpha \text{ and } y_I = \beta] \cdot \delta
\geq 2^{-0.8b|I|} \cdot \delta \cdot 2^{-b|I|} \cdot \delta
= 2^{-1.8b|I| - b/50 - 2\log n - 2} \quad \text{(definition of $\epsilon, \delta$)}
\geq 2^{-1.9b|I|}. \quad \square
\]

**Pruning step**
We will now prove Lemma 2.23. Let $R = X \times Y \in \mathcal{C}'$ and $xy \sim (D \mid R)$. For notational convenience, we assume that $\text{fix } R = \emptyset$, i.e., we forget about the fixed blocks and think of $x$ and $y$ as 0.8-dense. As will be clear from the proof, if $\text{fix } R$ was non-empty, it would only help us in the ensuing calculations.

We want to find a “pruned” subrectangle $R' := X' \times Y' \subseteq R$ such that

(i) $\Pr[xy \in X' \times Y'] \geq 1 - \epsilon$, 

(ii) $\Pr[xy \notin X' \times Y'] \leq \epsilon$, 

(iii) $D(R') \leq 2^{-1.9b|I|}$. 

(iv) $|\text{fix } R'| \leq d$. 

(v) $|\text{fix } R'| = \text{Number of fixed blocks.}$
(ii) $X'$ and $Y'$ are 0.6-dense.

In fact, it is enough to show how to find an $X' \subseteq X$ such that

(i') $\Pr[x \in X'] \geq 1 - \epsilon/2$,

(ii') $X'$ is 0.6-dense.

Indeed, we can run the argument for (i',ii') twice, once for $X$ and once for $Y$ in place of $X$. The property (i) then follows by a union bound.

We will obtain $X'$ by forbidding some outcomes of $X_I$ that are too likely. We build up a set $C$ of conditions via the following algorithm. We use the notation $X_C = \cap_{C \in C} X_C$ below.

1: Initialize $C := \emptyset$
2: Repeat
3: If $X_C = \emptyset$, then halt with a failure
4: If $X_C$ is 0.6-dense, then halt with a success
5: Otherwise let $I$ and $\alpha$ be such that $\Pr[(X_C)_I = \alpha] > 2^{-0.6 \cdot b|I|}$
6: Add the condition $(x_I \neq \alpha)$ to $C$
7: End repeat

This process eventually halts since $|X_C|$ decreases every time we add a new condition to $C$. Let $\mathcal{F}$ denote the set of final conditions when the process halts. We show that $X' := X_\mathcal{F}$ satisfies (i',ii'). Write $\mathcal{F} = \cup_{s \in [n]} \mathcal{F}_s$ where $\mathcal{F}_s$ denotes conditions of the form $(x_I \neq \alpha)$, $|I| = s$, in $\mathcal{F}$.

Claim 2.25. $|\mathcal{F}_s| \leq 2^{0.7 \cdot bs}$.

Proof of claim. The effect of adding a new condition $(x_I \neq \alpha)$, $|I| = s$, to $C$ is to shrink the size of $X_C$ by a factor of $\Pr[(X_C)_I = \alpha] < 1 - \delta$ where $\delta := 2^{-0.6 \cdot bs}$. Our initial set has size $|X| \leq 2^{bn}$ and hence we cannot shrink it by such a condition more than $k \geq |\mathcal{F}_s|$ times where $k$ is the smallest number satisfying $|X|(1 - \delta)^k < 1$. Solving for $k$ gives $k \leq O(bn/\delta) = O(bn \cdot 2^{0.6 \cdot bs})$, which is at most $2^{0.7 \cdot bs}$ given our definition of $b$.

We can now verify (i') by a direct calculation:

$$
\Pr[x \notin X'] = \Pr[x \notin X_\mathcal{F}]
\leq \sum_s \Pr[x \notin X_{\mathcal{F}_s}]
\leq \sum_s \sum_{(x_I \neq \alpha) \in \mathcal{F}_s} \Pr[x_I = \alpha]
\leq \sum_s |\mathcal{F}_s| \cdot 2^{-0.8 \cdot bs}
\leq \sum_s 2^{-0.1 \cdot bs}
\leq \epsilon/2.
$$

This also proves (ii') because the calculation implies that $X' \neq \emptyset$ which means that our process halted with a success. This concludes the proof of Lemma 2.23.
2.3 Definitions of models

In Section 2.3.1 we introduce our restricted-by-default communication models, justify why they can be viewed as “zero-communication” models, and explain their relationships to known lower bound techniques. In Section 2.3.2 we define their corresponding unrestricted versions. In Section 2.3.3 we describe the query complexity counterparts of our communication models.

2.3.1 Restricted communication models

We define $\text{NP}$ protocols in a slightly nonstandard way as randomised protocols, just for stylistic consistency with the other models. The acronyms $\text{WAPP}$ and $\text{SBP}$ were introduced in [BGM06] (their communication versions turn out to be equivalent to the smooth rectangle bound and the corruption bound, as argued below). We introduce the acronym $2\text{WAPP}$ (for lack of existing notation) to correspond to a two-sided version of $\text{WAPP}$ (which is equivalent to the zero-communication with abort model of [KLL+15]). We use the notation $\text{PostBPP}$ [Aar05] instead of the more traditional $\text{BPP}_{\text{path}}$ [HHT97] as it is more natural for communication protocols.

A protocol outputs 0 or 1, and in some of these models it may also output $\bot$ representing “abort” or “don’t know”. In the following definition, $\alpha$ can be arbitrarily small and should be thought of as a function of the input size $n$ for a family of protocols.

**Definition 2.26.** For $C \in \{\text{NP}, 2\text{WAPP}_\epsilon, \text{WAPP}_\epsilon, \text{SBP}, \text{PostBPP}\}$ and $F : \{0,1\}^n \times \{0,1\}^n \rightarrow \{0, 1, *, \bot\}$ a partial function, define $C^{cc}(F)$ as the minimum over all $\alpha > 0$ and all “$\alpha$-correct” public-randomness protocols for $F$ of the communication cost plus $\log(1/\alpha)$ (this sum is considered to be the cost), where “$\alpha$-correctness is defined as follows.

**NP:** If $F(x, y) = 1$ then $\Pr[\Pi(x, y) = 1] \geq \alpha$, and if $F(x, y) = 0$ then $\Pr[\Pi(x, y) = 1] = 0$.

**2WAPP$_\epsilon$:** The protocol may output $\bot$, and for all $(x, y) \in \text{dom} F$, $\Pr[\Pi(x, y) = F(x, y)] \geq (1 - \epsilon)\alpha$ and $\Pr[\Pi(x, y) \neq \bot] \leq \alpha$.

**WAPP$_\epsilon$:** If $F(x, y) = 1$ then $\Pr[\Pi(x, y) = 1] \in [(1 - \epsilon)\alpha, \alpha]$, and if $F(x, y) = 0$ then $\Pr[\Pi(x, y) = 1] \in [0, \epsilon\alpha]$.

**SBP:** If $F(x, y) = 1$ then $\Pr[\Pi(x, y) = 1] \geq \alpha$, and if $F(x, y) = 0$ then $\Pr[\Pi(x, y) = 1] \leq \alpha/2$.

**PostBPP:** The protocol may output $\bot$, and for all $(x, y) \in \text{dom} F$, $\Pr[\Pi(x, y) \neq \bot] \geq \alpha$ and $\Pr[\Pi(x, y) = F(x, y) \mid \Pi(x, y) \neq \bot] \geq 3/4$.

The “syntactic relationships” among the four models 2WAPP, WAPP, SBP, PostBPP is summarized in the below table. The meaning of the column and row labels is as follows. For the columns, “two-sided” means that the protocol outputs values in $\{0, 1, \bot\}$ and conditioned on not

---

2 The definition of WAPP in [BGM06] uses $\epsilon$ in a different way: $\frac{1}{2} + \epsilon$ and $\frac{1}{2} - \epsilon$ instead of $1 - \epsilon$ and $\epsilon$. 
outputting ⊥, the output is correct with high probability. A “one-sided” protocol outputs values in \{0, 1\}, and we measure its probability of outputting 1 and compare it against the correctness parameter \(\alpha > 0\). For the rows, “bounded” means that the non-abort probability—that is, the probability of not outputting \(⊥\) for two-sided models, or the probability of outputting 1 for one-sided models—is uniformly upper bounded by \(\alpha\), whereas “unbounded” means that the non-abort probability need not be upper bounded by \(\alpha\).

<table>
<thead>
<tr>
<th>Bounded non-abort</th>
<th>Two-sided</th>
<th>One-sided</th>
</tr>
</thead>
<tbody>
<tr>
<td>2WAPP</td>
<td>WAPP</td>
<td>SBP</td>
</tr>
<tr>
<td>PostBPP</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

It is straightforward to see that the relative computational power (“semantic relationships”) of the models is as follows (recall Figure 2.1): for all \(F\) and all constants \(0 < \epsilon < 1/2\), we have \(2\text{WAPP}^\epsilon_\text{cc}(F) \geq \text{WAPP}^\epsilon_\text{cc}(F) \geq \Omega(\text{SBP}^\text{cc}(F)) \geq \Omega(\text{PostBPP}^\text{cc}(F))\) and \(\text{NP}^\text{cc}(F) \geq \text{SBP}^\text{cc}(F)\). Furthermore, exponential separations are known for all these relationships: unique-set-intersection is easy for \(\text{WAPP}^\text{cc}_0\) but hard for \(2\text{WAPP}^\epsilon_\text{cc}\) (indeed, for \(\text{coSBP}^\text{cc}\) [Raz92, GW14]); set-intersection is easy for \(\text{SBP}^\text{cc}\) (indeed, for \(\text{NP}^\text{cc}\)) but hard for \(\text{WAPP}^\epsilon_\text{cc}\) [Kla10]; set-disjointness is easy for \(\text{PostBPP}^\text{cc}\) (indeed, for \(\text{coNP}^\text{cc}\)) but hard for \(\text{SBP}^\text{cc}\) [Raz92, GW14]; equality is easy for \(\text{SBP}^\text{cc}\) (indeed, for \(\text{coRP}^\text{cc}\)) but hard for \(\text{NP}^\text{cc}\). Moreover, \(\text{WAPP}^\text{cc}\) is a one-sided version of \(2\text{WAPP}^\epsilon_\text{cc}\) in the sense that \(2\text{WAPP}^\epsilon_\text{cc}(F) \leq O(\text{WAPP}^\epsilon_\text{cc}(F) + \text{coWAPP}^\epsilon_\text{cc}(F))\) (so the classes would satisfy \(2\text{WAPP}^\text{cc} = \text{WAPP}^\text{cc} \cap \text{coWAPP}^\text{cc}\) if we ignore the precise value of the constant \(\epsilon\)).

The reason we do not include an \(\epsilon\) parameter in the \(\text{SBP}^\text{cc}\) and \(\text{PostBPP}^\text{cc}\) models is because standard amplification techniques could be used to efficiently decrease \(\epsilon\) in these models (rendering the exact value immaterial up to constant factors). Another subtlety concerns the behavior of correct protocols on the undefined inputs \(\{0, 1\}^n \times \{0, 1\}^n \setminus \text{dom } F\). For example, for \(2\text{WAPP}^\epsilon_\text{cc}\), the corresponding definitions in [KLL+15] also require that for every undefined input \((x, y)\), \(\Pr[\Pi(x, y) \neq ⊥] \in [(1 - \epsilon)\alpha, \alpha]\). We allow arbitrary behavior on the undefined inputs for stylistic consistency, but our results also hold for the other version. As a final remark, we mention that our definition of \(\text{NP}^\text{cc}\) is only equivalent to the usual definition within an additive logarithmic term; see Remark 2 below.

**Relation to zero-communication models.** The following fact shows that protocols in our models can be expressed simply as distributions over (labelled) rectangles; thus these models can be considered “zero-communication” since Alice and Bob can each produce an output with no communication, and then have the output of the protocol be a simple function of their individual outputs.\(^3\)

**Fact 2.27.** Without loss of generality, in each of the five models from Definition 2.26, for each outcome of the public randomness the associated deterministic protocol is of the following form.

\(^3\)Admittedly, for Alice and Bob themselves to know the output of this simple function, they would need to use a constant amount of communication.
NP, WAPP, SBP: There exists a rectangle $R$ such that the output is 1 iff the input is in $R$.
2WAPP, PostBPP: There exists a rectangle $R$ and a bit $b$ such that the output is $b$ if the input is in $R$ and is ⊥ otherwise.

Proof. Consider a protocol $\Pi$ in one of the models from Definition 2.26, and suppose it has communication cost $c$ and associated $\alpha > 0$, so the cost is $c + \log(1/\alpha)$. We may assume that each deterministic protocol has exactly $2^c$ possible transcripts. Transform $\Pi$ into a new protocol $\Pi'$ that operates as follows on input $(x, y)$: Sample an outcome of the public randomness of $\Pi$, then sample a uniformly random transcript with associated rectangle $R$ and output-value $b$, then execute the following.

If $(x, y) \in R$ then output $b$, otherwise output

\[
\begin{cases} 
0 & \text{if NP, WAPP, SBP} \\
⊥ & \text{if 2WAPP, PostBPP} 
\end{cases}
\]

We have $\Pr[\Pi'(x, y) = 1] = 2^{-c} \Pr[\Pi(x, y) = 1]$, and for 2WAPP, PostBPP we also have $\Pr[\Pi'(x, y) = 0] = 2^{-c} \Pr[\Pi(x, y) = 0]$. Thus in all cases $\Pi'$ is $(2^{-c} \alpha)$-correct. Formally, it takes two bits of communication to check whether $(x, y) \in R$, so the cost of $\Pi'$ is $2 + \log(1/2^{-c} \alpha)$, which is the cost of $\Pi$ plus 2.

Relation to lower bound measures. Using Fact 2.27 it is straightforward to see that, ignoring the +2 cost of checking whether the input is in a rectangle, 2WAPP is exactly equivalent to the relaxed partition bound of [KLL+15] (with the aforementioned caveat about undefined inputs) and WAPP is exactly equivalent to the (one-sided) smooth rectangle bound, denoted $\text{srec}_1$ [JK10]. For completeness, the definition of $\text{srec}_1$ and the proof of the following fact appear in Section 2.7.1.

Fact 2.28. $\text{srec}_1^\epsilon(F) \leq \text{WAPP}_\epsilon^c(F) \leq \text{srec}_1^\epsilon(F) + 2$ for all $F$ and all $0 < \epsilon < 1/2$.

It was shown in [GW14] that SBP is equivalent (within constant factors) to the (one-sided) corruption bound. We remark that by a simple application of the minimax theorem, PostBPP also has a dual characterization analogous to the corruption bound.

2.3.2 Unrestricted communication models

For all the models described above, we can define their unrestricted versions, denoted by prepending $U$ to the acronym (not to be confused with complexity classes where $U$ stands for “unambiguous”). The distinction is that the restricted versions charge $+ \log(1/\alpha)$ in the cost, whereas the unrestricted versions do not charge anything for $\alpha$ in the cost (and hence they are

---

4The paper that introduced this bound [JK10] defined it as the optimum value of a certain linear program, but following [KMSY14] we define it as the log of the optimum value.
5$\text{PostBPP}^c(F)$ is big-$\Theta$ of the maximum over all distributions $\mu$ over $\{0, 1\}^n \times \{0, 1\}^n$ of the minimum $\log(1/\mu(R))$ over all rectangles $R$ that are unbalanced in the sense that $\mu(R \cap F^{-1}(1))$ and $\mu(R \cap F^{-1}(0))$ are not within a factor of 2 of each other. In the corruption bound, the maximum is only over balanced $\mu$, and $R$ is considered unbalanced if $\mu(R \cap F^{-1}(1))$ is more than some constant factor greater than $\mu(R \cap F^{-1}(0))$.}
defined using private randomness; otherwise every function would be computable with constant cost.)

**Definition 2.29.** For \( \mathcal{C} \in \{ \text{NP}, 2\text{WAPP}_\epsilon, \text{WAPP}_\epsilon, \text{SBP}, \text{PostBPP} \} \) and \( F: \{0,1\}^n \times \{0,1\}^n \to \{0,1,\ast\} \) a partial function, define \( \text{UC}^{cc}(F) \) as the minimum over all \( \alpha > 0 \) and all \( \alpha \)-correct” private-randomness protocols for \( F \) of the communication cost, where the \( \alpha \)-correctness criteria are as in Definition 2.26.

Standard sparsification of randomness (à la Newman’s Theorem [New91], [KN97, Theorem 3.14]) can be used to show that the unrestricted models are essentially at least as powerful as their restricted versions for all \( F \): for \( \mathcal{C} \in \{ \text{NP}, \text{SBP}, \text{PostBPP} \} \) we have \( \text{UC}^{cc}(F) \leq O(\text{C}^{cc}(F) + \log n) \), and for \( \mathcal{C} \in \{ 2\text{WAPP}, \text{WAPP} \} \) we have \( \text{UC}^{cc}_\delta(F) \leq O(\text{C}^{cc}(F) + \log(n/(\delta - \epsilon))) \) where \( 0 < \epsilon < \delta \). (The additive logarithmic terms come from converting public randomness to private.)

**Remark 2.** We note that \( \text{UNP}^{cc} \) is actually equivalent to the standard definition of nondeterministic communication complexity, while our \( \text{NP}^{cc} \) from Definition 2.26 is only equivalent within an additive logarithmic term. It is fair to call this an abuse of notation, but it does not affect our communication–query equivalence for \( \text{NP} \) since we consider block length \( b = \Omega(\log n) \) anyway.

**UWAPP\(^{cc} \) and nonnegative rank.** Of particular interest to us will be \( \text{UWAPP}^{cc} \) which turns out to be equivalent to approximate nonnegative rank. Recall that for \( M \) a nonnegative matrix, the nonnegative rank \( \text{rank}^+(M) \) is defined as the minimum \( r \) such that \( M \) can be written as the sum of \( r \) nonnegative rank-1 matrices, or equivalently, \( M = UV \) for nonnegative matrices \( U, V \) with inner dimension \( r \) for the multiplication. Below, we view a partial function \( F: \{0,1\}^n \times \{0,1\}^n \to \{0,1,\ast\} \) as a \( 2^n \times 2^n \) partial boolean matrix.

**Definition 2.30** (Approximate nonnegative rank). For partial \( F \), \( \text{rank}^+(F) \) is defined as the minimum \( \text{rank}^+(M) \) over all nonnegative matrices \( M \) such that \( M_{x,y} \in F(x,y) \pm \epsilon \) for all \( (x,y) \in \text{dom} F \) (in other words, \( \|F - M\|_\infty \leq \epsilon \) on \( \text{dom} F \)).

For completeness, the straightforward proof of the following fact appears in Section 2.7.2.

**Fact 2.31.** \( \log \text{rank}^+(F) \leq \text{UWAPP}^{cc}_\epsilon(F) \leq \lceil \log \text{rank}^+_{\epsilon/2}(F) \rceil + 2 \) for all \( F \) and all \( 0 < \epsilon < 1/2 \).

### 2.3.3 Query models

A randomised decision tree \( T \) is a probability distribution over deterministic decision trees, and the query cost is the maximum height of a decision tree in the support.

**Definition 2.32.** For \( \mathcal{C} \in \{ \text{NP}, 2\text{WAPP}_\epsilon, \text{WAPP}_\epsilon, \text{SBP}, \text{PostBPP} \} \) and \( f: \{0,1\}^n \to \{0,1,\ast\} \) a partial function, define \( \text{C}^{dt}(f) \) as the minimum over all \( \alpha > 0 \) and all \( \alpha \)-correct” randomised decision trees for \( f \) of the query cost, where the \( \alpha \)-correctness criteria are as in Definition 2.26 (but where protocols \( \Pi(x,y) \) are replaced with randomised decision trees \( T(z) \)).
CHAPTER 2. RECTANGLES ARE NONNEGATIVE JUNTAS

Completely analogously to how the zero-communication models can be viewed w.l.o.g. as distributions over (labelled) rectangles (Fact 2.27), their query counterparts can be viewed w.l.o.g. as distributions over (labelled) conjunctions.

Fact 2.33. Without loss of generality, in each of the five models from Definition 2.32, for each outcome of the randomness the associated deterministic decision tree is of the following form.

NP, WAPP, SBP: There exists a conjunction \( h \) such that the output is 1 iff the input is in \( h^{-1}(1) \).

2WAPP, PostBPP: There exists a conjunction \( h \) and a bit \( b \) such that the output is \( b \) if the input is in \( h^{-1}(1) \) and is \( \perp \) otherwise.

Proof. Consider a randomised decision tree \( T \) in one of the models from Definition 2.32, and suppose it has query cost \( d \) and associated \( \alpha > 0 \). We may assume that each deterministic decision tree has a full set of \( 2^d \) leaves and the queries along each root-to-leaf path are distinct. Hence each leaf is associated with a width-\( d \) conjunction that checks whether the input is consistent with the queries made in its root-to-leaf path. Transform \( T \) into a new randomised decision tree \( T' \) that operates as follows on input \( z \): Sample an outcome of the randomness of \( T \), then sample a uniformly random leaf with associated conjunction \( h \) and output-value \( b \), then execute the following.

\[
\text{If } h(z) = 1 \text{ then output } b, \text{ otherwise output } \begin{cases} 
0 & \text{if NP, WAPP, SBP,} \\
\perp & \text{if } 2\text{WAPP, PostBPP}. 
\end{cases}
\]

We have \( \Pr[T'(z) = 1] = 2^{-d} \Pr[T(z) = 1] \), and for \( 2\text{WAPP, PostBPP} \) we also have \( \Pr[T'(z) = 0] = 2^{-d} \Pr[T(z) = 0] \). Thus in all cases \( T' \) is \( (2^{-d} \alpha) \)-correct, and \( T' \) also has query cost \( d \).

We defined our query models without charging anything for \( \alpha \), i.e., \( \alpha \) is unrestricted. This means that deriving communication upper bounds for \( f \circ g^n \) in restricted models from corresponding query upper bounds for \( f \) is nontrivial; this is discussed in Section 2.4.2. Nevertheless, we contend that Definition 2.26 and Definition 2.32 are the “right” definitions that correspond to one another. The main reason is because in the “normal forms” (Fact 2.27 and Fact 2.33), all the cost in the communication version comes from \( \alpha \), and all the cost in the query version comes from the width of the conjunctions—and when we apply the Junta Theorem in Section 2.4.1, the communication \( \alpha \) directly determines the conjunction width.

2.4 Proof of the Simulation Theorem

In this section we derive the Simulation Theorem (Theorem 2.2) from the Junta Theorem (Theorem 2.1). The proof is in two parts: Section 2.4.1 for lower bounds and Section 2.4.2 for upper bounds.
2.4.1 Communication lower bounds

The Junta Theorem implies that for functions lifted with our hard gadget \( g \), every distribution \( \mathcal{R} \) over rectangles can be transformed into a distribution \( \mathcal{H} \) over conjunctions such that for every \( z \in \{0,1\}^n \), the acceptance probability under \( \mathcal{H} \) is related in a simple way to the acceptance probability under \( \mathcal{R} \) averaged over all two-party encodings of \( z \). This allows us to convert zero-communication protocols (which are distributions over (labelled) rectangles by Fact 2.27) into corresponding decision trees (which are distributions over (labelled) conjunctions by Fact 2.33).

More precisely, let \( \mathcal{R} \) be a distribution over rectangles in the domain of \( G = g^n \). First, apply the Junta Theorem to each \( R \) in the support of \( \mathcal{R} \) to get an approximating conical \( d \)-junta \( h_R \).

Now we can approximate the convex combination

\[
\text{acc}_\mathcal{R}(z) = \mathbb{E}_{R \sim \mathcal{R}} \text{acc}_R(z) = \mathbb{E}_{R \sim \mathcal{R}} \left( (1 \pm o(1)) \cdot h_R(z) \pm 2^{-\Theta(db)} \right) \subseteq (1 \pm o(1)) \cdot \left( \mathbb{E}_{R \sim \mathcal{R}} h_R(z) \right) \pm 2^{-\Theta(db)}
\]

by the conical \( d \)-junta \( \mathbb{E}_{R \sim \mathcal{R}} h_R \) with the same parameters as in the Junta Theorem (we settle for multiplicative error \( (1 \pm o(1)) \) since it suffices for the applications). But conical \( d \)-juntas are—up to scaling—convex combinations of width-\( d \) conjunctions. Specifically, we may write any conical \( d \)-junta as \( \text{acc}_\mathcal{H}(z)/a \) where \( a > 0 \) is some constant of proportionality and \( \text{acc}_\mathcal{H}(z) := \mathbb{E}_{h \sim \mathcal{H}} h(z) \) where \( \mathcal{H} \) is a distribution over width-\( d \) conjunctions. Finally, we rearrange the approximation so the roles of \( \text{acc}_\mathcal{H}(z) \) and \( \text{acc}_\mathcal{R}(z) \) are swapped, since it is more convenient for the applications.

Hence we arrive at the following reformulation of the Junta Theorem.

**Corollary 2.34** (Junta Theorem—reformulation). Assume (\( \dagger \)). For any \( d \geq 0 \) and any distribution \( \mathcal{R} \) over rectangles in the domain of \( g^n \) there exists a distribution \( \mathcal{H} \) over width-\( d \) conjunctions and a constant of proportionality \( a > 0 \) such that, for all \( z \in \{0,1\}^n \),

\[
\text{acc}_\mathcal{H}(z) \in a \cdot (1 \pm o(1)) \cdot \text{acc}_\mathcal{R}(z) \pm 2^{-\Theta(db)}.
\]

We will now prove the lower bounds in Theorem 2.2. Here the error parameters for WAPP are made more explicit.

**Theorem 2.35.** Assume (\( \dagger \)). For any \( f : \{0,1\}^n \to \{0,1,*\} \) and constants \( 0 < \epsilon < \delta < 1/2 \),

\[
C^c(f \circ g^n) \geq \Omega(C^{dt}(f) \cdot b) \quad \text{for} \quad C \in \{\text{NP,SBP,PostBPP}\},
\]

\[
C^c_\epsilon(f \circ g^n) \geq \Omega(C^{dt}_\delta(f) \cdot b) \quad \text{for} \quad C \in \{2\text{WAPP},\text{WAPP}\}.
\]

**Proof.** For convenience of notation we let \( C^c := C^c_\epsilon \) and \( C^{dt} := C^{dt}_\delta \) in the \( C \in \{2\text{WAPP},\text{WAPP}\} \) cases. Given an \( \alpha \)-correct cost-\( c \) \( C^c \) protocol \( \Pi \) for \( f \circ g^n \) assumed to be in the “normal form” given by Fact 2.27, we convert it into a cost-\( O(c/b) \) \( C^{dt} \) decision tree \( \mathcal{T} \) for \( f \).

For \( C \in \{\text{NP,2WAPP,SBP}\} \), \( \Pi \) is a distribution over rectangles, so applying Corollary 2.34 with \( d := O(c/b) \) so that \( 2^{-\Theta(db)} \leq o(2^{-c}) = o(\alpha) \), there exists a distribution \( \mathcal{T} \) over width-\( d \) conjunctions and an \( a > 0 \) such that for all \( z \in \{0,1\}^n \), \( \text{acc}_\mathcal{T}(z) \in a \cdot (1 \pm o(1)) \cdot \text{acc}_\Pi(z) \pm o(\alpha) \).
Note that $\text{acc}_\Pi(z)$ obeys the $\alpha$-correctness criteria of $f$ since it obeys the $\alpha$-correctness criteria of $f \circ g^p$ for each encoding of $z$. Hence $\text{acc}_\tau(z)$ obeys the $(\alpha')$-correctness criteria for some $\alpha' \in \alpha \cdot (1 \pm o(1))$. (For $C = \text{SBP}$ slight amplification may be needed. Also, for $C = \text{NP}$ we need to ensure that $\text{acc}_\tau(z) = 0$ whenever $\text{acc}_\Pi(z) = 0$, but this is implicit in the proof of the Junta Theorem; see the left side of (2.5).) In conclusion, $T$ is a cost-$d \mathcal{C}^{dt}$ decision tree for $f$.

For $C \in \{\text{2WAPP}, \text{PostBPP}\}$, $\Pi$ can be viewed as a convex combination $\pi_0 \Pi_0 + \pi_1 \Pi_1$ where $\Pi_0$ is a distribution over 0-labelled rectangles and $\Pi_1$ is a distribution over 1-labelled rectangles. Applying the above argument to $\Pi_0$ and $\Pi_1$ separately, we may assume the scaling factor $a$ is the same for both, by assigning some probability to a special “contradictory” conjunction that accepts nothing. We get a distribution over labelled width-$d$ conjunctions $T := \pi_0 T_0 + \pi_1 T_1$ such that $\Pr[T(z) = 0] = \pi_0 \text{acc}_{\tau_0}(z) \in \pi_0 a \cdot \left((1 \pm o(1)) \cdot \text{acc}_{\Pi_0}(z) \pm o(\alpha)\right) \leq a \cdot \left((1 \pm o(1)) \cdot \Pr[\Pi(z) = 0] \pm o(\alpha)\right)$ where we use the shorthand $\Pr[\Pi(z) = 0] := E_{xy \sim \mathcal{U}_n} \Pr[\Pi(x, y) = 0]$. An analogous property holds for outputting 1 instead of 0. Note that $\Pr[\Pi(z) = 0]$ and $\Pr[\Pi(z) = 1]$ obey the $\alpha$-correctness criteria since they do for each encoding of $z$. Hence $\Pr[T(z) = 0]$ and $\Pr[T(z) = 1]$ obey the $(\alpha')$-correctness criteria for some $\alpha' \in \alpha \cdot (1 \pm o(1))$. (For $C = \text{PostBPP}$ slight amplification may be needed.) In conclusion, $T$ is a cost-$d \mathcal{C}^{dt}$ decision tree for $f$. \hfill $\Box$

### 2.4.2 Communication upper bounds

**Theorem 2.36.** Let $C \in \{\text{NP}, \text{2WAPP}, \text{WAPP}, \text{SBP}\}$. For any partial $f : \{0, 1\}^n \to \{0, 1, \ast\}$ and any gadget $g : \{0, 1\}^b \times \{0, 1\}^b \to \{0, 1\}$, we have $C^{cc}(f \circ g^n) \leq O(C^{dt}(f) \cdot (b + \log n))$.

**Proof.** On input $(x, y)$ the communication protocol just simulates the randomised decision tree on input $z := g^p(x, y)$, and when the decision tree queries the $i$-th bit of $z$, the communication protocol evaluates $z_i := g(x_i, y_i)$ by brute force. This has communication cost $C^{dt}(f) \cdot (b + 1)$, and it inherits the $\alpha$ parameter from the randomised decision tree. The nontrivial part is that the query models allow arbitrarily small $\alpha$, which could give arbitrarily large $+ \log(1/\alpha)$ cost to the communication protocol. For these particular query models, it turns out that we can assume without loss of generality that $\log(1/\alpha) \leq O(C^{dt}(f) \cdot \log n)$. We state and prove this for $\text{SBP}^{dt}$ below. (The other three models are no more difficult to handle.) \hfill $\Box$

**Proposition 2.37.** Every partial function $f$ admits an $\alpha$-correct $\text{SBP}^{dt}$ decision tree of query cost $d := \text{SBP}^{dt}(f)$ where $\alpha \geq 2^{-d(n\choose d)^{-1}} \geq 2^{-O(d \log n)}$.

**Proof.** Consider an $\alpha'$-correct cost-$d \text{SBP}^{dt}$ decision tree for $f$ in the “normal form” given by **Fact 2.33**. We may assume each deterministic decision tree in the support is a conjunction with exactly $d$ literals (and there are $2^d(n\choose d)$ many such conjunctions). The crucial observation is that it never helps to assign a probability larger than $\alpha'$ to any conjunction: if some conjunction appears with probability $p > \alpha'$, we may replace its probability with $\alpha'$ and assign the leftover probability $p - \alpha'$ to a special “contradictory” conjunction that accepts nothing. This modified randomised decision tree is still $\alpha'$-correct for $f$. Finally, remove all probability from the contradictory conjunction and scale the remaining probabilities (along with $\alpha'$) to sum up to 1. Let $\alpha$ be
the scaled version of $\alpha'$. Now we have that $\alpha$ is greater than or equal to each of $2^d(n)$ many probabilities, and hence $\alpha$ must be at least the reciprocal of this number.

Remark 3. In the case of PostBPP$^{dt}$ we cannot assume w.l.o.g. that $\log(1/\alpha) \leq \text{poly}(d, \log n)$. The canonical counterexample is a decision list function $f: \{0,1\}^n \to \{0,1\}$ defined relative to a binary vector $(a_1, \ldots, a_n) \in \{0,1\}^n$ so that $f(x) := a_i$ where $i \in [n]$ is the smallest number such that $x_i = 1$, or $f(x) := 0$ if no such $i$ exists. Each decision list admits a cost-1 PostBPP$^{dt}$ decision tree, but for some decision lists the associated $\alpha$ must be exponentially small in $n$; see, e.g., [BVdW07] for more details. Indeed, two-party lifts of decision lists have been used in separating unrestricted communication models from restricted ones as we will discuss in Section 2.6.

2.5 Applications of the Simulation Theorem

In this section we use the Simulation Theorem to derive our applications. We prove Theorem 2.3 and Theorem 2.6 in Section 2.5.1 and Section 2.5.2, respectively. Throughout this section we use $o(1)$ to denote a quantity that is upper bounded by some sufficiently small constant, which may be different for the different instances of $o(1)$. (For example, $a \leq o(b)$ formally means there exists a constant $\epsilon > 0$ such that $a \leq \epsilon \cdot b$.)

2.5.1 Nonclosure under intersection

Recall that $f_\wedge(z, z') := f(z) \land f(z')$. Here $f_\wedge$ is not to be thought of as a two-party function; we study the query complexity of $f_\wedge$, whose input we happen to divide into two halves called $z$ and $z'$. We start with the following lemma.

Lemma 2.38. There exists a partial $f$ such that $\text{SBP}^{dt}(f) \leq O(1)$, but $\text{SBP}^{dt}(f_\wedge) \geq \Omega(n^{1/4})$.

Let $k := o(\sqrt{n})$ and define a partial function $f: \{0,1\}^n \to \{0,1,*\}$ by

$$f(z) := \begin{cases} 1 & \text{if } |z| \geq k \\ 0 & \text{if } |z| \leq k/2 \\ * & \text{otherwise} \end{cases}$$

where $|z|$ denotes the Hamming weight of $z$.

In proving the lower bound in Lemma 2.38 we make use of the following duality principle for $\text{SBP}^{dt}$, which we phrase abstractly in terms of a collection $\mathcal{H}$ of “basic functions” over some finite set of inputs $Z$. In our concrete case $\mathcal{H}$ consists of decision trees of height $d$, or equivalently width-$d$ conjunctions by Fact 2.33, and $Z \subseteq \{0,1\}^n$ is the domain of the partial function $f$. We state the duality principle for acceptance gap $[0,\alpha/2]$-vs-$[\alpha,1]$ rather than $[0,\alpha/2]$-vs-$[\alpha,1]$ as this implicitly ensures $\alpha > 0$. The slight difference in the multiplicative
gap, \((> 2)\)-vs-(\(\geq 2\)), is immaterial as the gap can be efficiently amplified for \(\text{SBP}\) affecting only constant factors.

**Fact 2.39.** For all \(\mathcal{H} \subseteq \{0, 1\}^Z\) and non-constant \(f: Z \to \{0, 1\}\), the following are equivalent.

(i) There exists a distribution \(\mathcal{H}\) over \(\mathcal{H}\) such that for all \((z_1, z_0) \in f^{-1}(1) \times f^{-1}(0)\),

\[
\Pr_{h \sim \mathcal{H}} [h(z_1) = 1] > 2 \cdot \Pr_{h \sim \mathcal{H}} [h(z_0) = 1].
\]  

(ii) For each pair of distributions \((\mu_1, \mu_0)\) over \(f^{-1}(1)\) and \(f^{-1}(0)\) there is an \(h \in \mathcal{H}\) with

\[
\Pr_{z_1 \sim \mu_1} [h(z_1) = 1] > 2 \cdot \Pr_{z_0 \sim \mu_0} [h(z_0) = 1].
\]  

The direction \((i) \Rightarrow (ii)\) is trivial and is all we need for our proof, but it is interesting that the converse direction \((ii) \Rightarrow (i)\) also holds, by a slightly non-standard argument. We include a full proof in Section 2.7.4.

We also use the following basic calculation (given in Section 2.7.3 for completeness).

**Fact 2.40.** Let \(h: \{0, 1\}^n \to \{0, 1\}\) be a width-\(d\) conjunction with \(i\) positive literals. Then \(h\) accepts a uniformly random string of Hamming weight \(w\) with probability \((w/n)^i \cdot (1 \pm o(1))\) provided \(w \leq o(\sqrt{n})\) and \(d \leq o(\sqrt{w})\).

**Proof of Lemma 2.38.** Let \(f\) and \(f_\wedge\) be as above. We have \(\text{SBP}^\text{dt}(f) = 1\) via the decision tree \(T\) that picks a random coordinate and accepts iff the coordinate is 1. For the lower bound on \(\text{SBP}^\text{dt}(f_\wedge)\), we use the contrapositive of \((i) \Rightarrow (ii)\). Let \(\mathcal{H}\) consist of all conjunctions of width \(o(n^{1/4})\). Let \(Z_w\) denote the uniform distribution over \(n\)-bit strings of weight \(w\), intended to be used as either the first input \(z\) or the second input \(z'\) to \(f_\wedge\). We construct a hard pair of distributions \((\mu_1, \mu_0)\) over \(f^{-1}_\wedge(1)\) and \(f^{-1}_\wedge(0)\), respectively, by

\[
\mu_1 := Z_k \times Z_k, \quad \mu_0 := \frac{1}{2}(Z_{k/2} \times Z_{2k}) + \frac{1}{2}(Z_{2k} \times Z_{k/2}).
\]

Here \(\times\) denotes concatenation of strings, e.g., \((z, z') \sim \mu_1\) is such that \(z, z' \sim Z_k\) and \(z\) and \(z'\) are independent. For intuition why the pair \((\mu_1, \mu_0)\) is hard, consider the natural decision tree \(T_\wedge\) attempting to compute \(f_\wedge\) that runs \(T\) (defined above) twice, once for \(z\) and once for \(z'\), accepting iff both runs accept. Since \(T\) accepts \(Z_k\) with probability \(k/n\), we have that \(T_\wedge\) accepts \(\mu_1\) with probability \(k^2/n^2\). Similarly, \(T_\wedge\) accepts \(\mu_0\) with probability \(\frac{1}{2}(k/2n) \cdot (k/n) + \frac{1}{2}(k/2n) \cdot (k/n) = k^2/n^2\). Hence \(T_\wedge\) fails to distinguish between \(\mu_1\) and \(\mu_0\).

More generally, we make a similar calculation for any width-\(o(n^{1/4})\) conjunction. Indeed, let \(h: \{0, 1\}^n \to \{0, 1\}\) be an arbitrary conjunction in \(\mathcal{H}\), and suppose \(h\) has \(i\) positive literals in \(z\) and \(j\) positive literals in \(z'\). Then by Fact 2.40 we have

\[
\frac{\Pr_{(z, z') \sim \mu_1} [h(z, z') = 1]}{\Pr_{(z, z') \sim \mu_0} [h(z, z') = 1]} \leq \frac{(k/n)^i \cdot (k/n)^j}{\frac{1}{2} \cdot (k/2n)^i \cdot (2k/n)^j + \frac{1}{2} \cdot (2k/n)^i \cdot (k/2n)^j} \cdot (1 \pm o(1))
\]
\[
\begin{align*}
\frac{1}{2} \cdot 2^{-i} + \frac{1}{2} \cdot 2^{-j} \cdot (1 \pm o(1))& \\
\leq 1 \cdot (1 \pm o(1))& \\
\leq 2.
\end{align*}
\]

This means that \(\neg (ii)\) and hence \(\neg (i)\). Therefore \(f_\wedge\) has no cost-\(o(n^{1/4})\) \(\text{SBP}^{\text{dt}}\) decision tree. 

We can now prove Theorem 2.3, restated here from the introduction.

**Theorem 2.3.** \(\text{SBP}^{\text{cc}}\) is not closed under intersection.

**Proof.** Let \(f\) and \(f_\wedge\) be as above. Define \(F := f \circ g^n\) and \(F_\wedge := f_\wedge \circ g^{2^n} = (f \circ g^n)_\wedge\) where \(g: \{0, 1\}^b \times \{0, 1\}^b \to \{0, 1\}, b = \Theta(\log n),\) is our hard gadget from (†). Then by the Simulation Theorem (Theorem 2.2), we have

\[
\text{SBP}^{\text{cc}}(F_\wedge) \geq \Omega(\text{SBP}^{\text{dt}}(f_\wedge) \cdot b) \geq \Omega(n^{1/4} \cdot b)
\]

which is not polylogarithmic in the input length so that \(F_\wedge \notin \text{SBP}^{\text{cc}}\). Furthermore, we have

\[
\text{SBP}^{\text{cc}}(F) \leq O(\text{SBP}^{\text{dt}}(f) \cdot b) \leq O(b)
\]

which is logarithmic in the input length. Thus \(F \in \text{SBP}^{\text{cc}},\) which implies that \(F_\wedge\) is the intersection of two functions in \(\text{SBP}^{\text{cc}}\) (one that evaluates \(F\) on the first half of the input, and one that evaluates \(F\) on the second half).

### 2.5.2 Unamplifiability of error

Our next application of the Simulation Theorem shows that the error parameter \(\epsilon\) for \(\text{WAPP}^{\text{cc}}\) cannot be efficiently amplified. Combining this with the results illustrated in Figure 2.4 (in particular, the fact that the equivalence holds for partial functions) shows that also for approximate nonnegative rank, \(\epsilon\) cannot be efficiently amplified.

**Theorem 2.6.** For all constants \(0 < \epsilon < \delta < 1/2\) there exists a two-party partial function \(F\) such that \(\text{WAPP}^{\text{cc}}_\delta(F) \leq O(\log n)\) but \(\text{WAPP}^{\text{cc}}_\epsilon(F) \geq \Omega(n)\).

**Proof.** Let \(c/d\) be a rational (expressed in lowest terms) such that \((1 - 2\delta)/(1 - \delta) \leq c/d < (1 - 2\epsilon)/(1 - \epsilon)\). Note that such \(c, d\) exist (since \(\epsilon < \delta\)) and that they are constants depending only on \(\epsilon\) and \(\delta\). Define a partial function \(f: \{0, 1\}^n \to \{0, 1, *\}\) by

\[
f(z) := \begin{cases} 
1 & \text{if } |z| \in \{c, d\} \\
0 & \text{if } |z| = 0 \\
* & \text{otherwise}
\end{cases}
\]

where \(|z|\) denotes the Hamming weight of \(z\). By the Simulation Theorem (Theorem 2.35 and Theorem 2.36), it suffices to prove that \(\text{WAPP}^{\text{dt}}_\delta(f) \leq O(1)\) and \(\text{WAPP}^{\text{dt}}_\epsilon(f) \geq \Omega(n)\).

**Upper bound.** Consider a cost-1 decision tree \(T\) that picks a random coordinate and accepts iff the coordinate is 1. Then \(\text{acc}_{T}(z) = |z|/n\). Let \(\alpha := d/n\) and define \(T\) as follows: on input \(z\) accept with probability \(\delta \alpha\), reject with probability \(\delta (1 - \alpha)\), and run \(T'(z)\) with the remaining probability \((1 - \delta)\). Now \(\text{acc}_{T}(z)\) behaves as plotted on the left side of Figure 2.3: if
where the expectation is over a uniformly random string of Hamming weight which then yields a contradiction.

Henceforth suppose \( h \) in approximated by the convex function \( R \) that there exists such an \( R \) function \( - \) since \( ((1 - \delta)n = \delta\alpha > \alpha) \) arbitrary.

\[ \text{Illustration for the proof of Theorem 2.6.} \]

\[ |z| = 0 \text{ then } acc_T(z) = \delta\alpha, \text{ if } |z| = d \text{ then } acc_T(z) = \delta\alpha + (1 - \delta)d/n = \alpha, \text{ and if } |z| = c \text{ then } acc_T(z) = \delta\alpha + (1 - \delta)c/n \text{ which is at most } \alpha \text{ and at least } \delta\alpha + (1 - \delta)d(1 - 2\delta)/(1 - \delta)n = \delta\alpha + (1 - 2\delta)\alpha = (1 - \delta)\alpha. \text{ In particular, } T \text{ is an } \alpha \text{-correct } WAPP^\delta dt \text{ decision tree for } f. \]

**Lower bound.** The \( WAPP^\delta dt \) decision tree designed above is “tight” for \( f \) in the following sense: If we decrease the error parameter from \( \delta \) to \( \epsilon \), there is no longer any convex function of \( |z| \) that would correspond to the acceptance probability of an \( \alpha \)-correct \( WAPP^\delta dt \) decision tree for \( f \). This is suggested on the right side of Figure 2.3: only a non-convex function of \( |z| \) can satisfy the \( \alpha \)-correctness requirements for \( f \). We show that the acceptance probability of any low-cost \( WAPP^\delta dt \) decision tree can indeed be accurately approximated by a convex function, which then yields a contradiction.

We now give the details. Suppose for contradiction that \( T \) is a distribution over width-\( o(n) \) conjunctions (by Fact 2.33) forming an \( \alpha \)-correct \( WAPP^\delta dt \) decision tree for \( f \), for some arbitrary \( \alpha > 0 \). Consider the function \( Q: \{0, c, d\} \to [0, 1] \) defined by \( Q(w) := E_{z:|z|=w} \text{acc}_T(z) \) where the expectation is over a uniformly random string of Hamming weight \( w \). Note that \( Q(0) \in [0, \epsilon\alpha] \) and \( Q(w) \in [(1 - \epsilon)\alpha, \alpha] \) for \( w \in \{c, d\} \) by the correctness of \( T \). A function \( R: \{0, c, d\} \to \mathbb{R} \) is convex iff \( (R(c) - R(0))/c \leq (R(d) - R(0))/d \). Note that \( Q \) is non-convex since \( (1 - \epsilon)\alpha - \epsilon\alpha)/c > (\alpha - \epsilon\alpha)/d \). In fact, this shows that there cannot exist a convex function \( R \) that point-wise multiplicatively approximates \( Q \) within \( 1 \pm o(1) \). However, we claim that there exists such an \( R \), which provides the desired contradiction.

We now argue the claim. For a width-\( o(n) \) conjunction \( h \), let \( Q_h: \{0, c, d\} \to [0, 1] \) be defined by \( Q_h(w) := P_{z:|z|=w}[h(z) = 1] \), and note that \( Q = E_{h \sim T} Q_h \). We show that for each such \( h \), \( Q_h \) can be multiplicatively approximated by a convex function \( R_h \). Hence \( Q \) is multiplicatively approximated by the convex function \( R := E_{h \sim T} R_h \).

Let \( \ell \leq o(n) \) denote the number of literals in \( h \), and let \( i \) denote the number of positive literals in \( h \). If \( i > c \), we have \( Q_h(0) = Q_h(c) = 0 \) and thus \( Q_h \) is convex and we can take \( R_h := Q_h \). Henceforth suppose \( i \leq c \). Using the notation \( (t)_m \) for the falling factorial \( t(t - 1) \cdots (t - m + 1) \),
for \( w \in \{c, d\} \) we have \( Q_h(w) = \binom{n}{w-1}/\binom{n}{w} = (w)_i(n-\ell, w-i)/n_w \).

Suppose \( i = 0 \). Then \( Q_h(0) = 1 \), and for \( w \in \{c, d\} \) we have \( Q_h(w) = (n-\ell, w)/n_w \geq (1-o(1))^{\ell} \geq 1-o(1) \) (since \( \ell \leq o(n) \)). Thus we can let \( R_h \) be the constant 1 function. Now suppose \( 1 \leq i \leq c \). Then \( Q_h(0) = 0 \), and for \( w \in \{c, d\} \) we denote the “0 to \( w \) slope” as \( s_w := (Q_h(w) - Q_h(0))/w = (w-1)_{i-1}(n-\ell, w-i)/n_w \). We have

\[
\frac{s_c}{s_d} = \frac{(c-1)_{i-1}}{(d-1)_{i-1}} \cdot \frac{(n-\ell)_{c-i}}{(n-\ell)_{d-i}} \cdot \frac{n_d}{n_c} = \frac{(c-1)_{i-1}}{(d-1)_{i-1}} \cdot \frac{(n-c)_{d-c}}{(n-\ell-c+i)_{d-c}}.
\]

The second multiplicand on the right side is at least 1 and at most \((1+o(1))^{d-c} \leq 1+o(1)\) since \( \ell \leq o(n) \). Now we consider two subcases. If \( 2 \leq i \leq c \) then the first multiplicand on the right side is at most \( 1-O(1) \) since \( c < d \); hence \( s_c/s_d \leq 1 \) and thus \( Q_h \) is convex and we can take \( R_h := Q_h \). Suppose \( i = 1 \). Then the first multiplicand on the right side is 1, and hence \( s_c/s_d \leq 1+o(1) \). This means \( Q_h \) is approximately linear. More precisely, defining \( R_h(w) := s_c \cdot w \), we have \( R_h(0) = Q_h(0) \), \( R_h(c) = Q_h(c) \), and \( R_h(d) = Q_h(d) \cdot s_c/s_d \in Q_h(d) \cdot (1+o(1)) \). \( \square \)

**Corollary 2.7.** For all constants \( 0 < \epsilon < \delta < 1/2 \) there exists a partial boolean matrix \( F \) such that \( \text{rank}_h^+(F) \leq n^{O(1)} \) but \( \text{rank}_{cc}^+(F) \geq 2^{\Omega(n)} \).

**Proof sketch.** Theorem 2.6 together with Theorem 2.9 (proved in the next section) imply that for all \( 0 < \epsilon \leq \delta < 1/2 \) there is a partial \( F \) such that \( \text{UWAPP}_{cc}^\epsilon(F) \leq O(\log n) \) and \( \text{UWAPP}_{cc}^\epsilon(F) \geq \Omega(n) \). Unfortunately, there is a slight problem with applying Fact 2.31 to conclude a similar separation for \( \text{rank}_h^+ \) as this direct simulation loses a factor of 2 in the error parameter \( \epsilon \). This loss results from the following asymmetry between the measures \( \text{UWAPP}_{cc}^\epsilon \) and \( \text{rank}_h^+ \): the acceptance probabilities of 1-inputs are in \([1-\epsilon, \alpha]\) in the latter, whereas 1-entries can be approximated with values in \([1-\epsilon, 1+\epsilon]\) in the former. However, this annoyance is easily overcome by considering modified versions of \( \text{WAPP}_{cc}^\epsilon \) and \( \text{UWAPP}_{cc}^\epsilon \) where the acceptance probability on 1-inputs is allowed to lie in \([1-\epsilon, 1+\epsilon]\). It can be verified that under such a definition Theorem 2.6, Theorem 2.9, and Fact 2.31 continue to hold, and the “new” Fact 2.31 does not lose the factor 2 in the error. \( \square \)

### 2.6 Unrestricted–restricted equivalences

In this section we prove our unrestricted–restricted equivalence results, Theorem 2.8 and Theorem 2.9, restated below. In Section 2.6.1 we prove a key “Truncation Lemma”, and in Section 2.6.2 we use the lemma to prove the equivalences.

As already alluded to in the introduction, Buhrman et al. [BVdW07] exhibited a function \( F \) with \( \text{UPostBPP}_{cc}^{cc}(F) \leq O(\log n) \) and \( \text{PP}_{cc}(F) \geq \Omega(n^{1/3}) \). This simultaneously gives an exponential separation between \( \text{PostBPP}_{cc}^{cc} \) and \( \text{UPostBPP}_{cc}^{cc} \) and between \( \text{PP}_{cc}^{cc} \) and \( \text{UPP}_{cc}^{cc} \). For our other models, we will show that the unrestricted and restricted versions are essentially equivalent. We state and prove this result only for \( \text{SBP}_{cc}^{cc} \) and \( \text{WAPP}_{cc}^{cc} \) as the result for \( 2\text{WAPP}_{cc}^{cc} \) is very similar.
Fact 2.28
\[ \text{WAPP}^{cc} \equiv \text{srec}^1 \]

Theorem 2.9, all \( F \quad \| \quad \| \quad [KMSY14] \), total \( F \)

\[ \text{UWAPP}^{cc} \equiv \log \text{rank}_\epsilon^+ \]

Fact 2.31

**Figure 2.4:** Summary of equivalences.

**Theorem 2.8.** \( \text{SBP}^{cc}(F) \leq O(\text{USBP}^{cc}(F) + \log n) \) for all \( F \).

**Theorem 2.9.** \( \text{WAPP}^{cc}_\delta(F) \leq O(\text{UWAPP}^{cc}_\epsilon(F) + \log(n/(\delta - \epsilon))) \) for all \( F \) and \( 0 < \epsilon < \delta < 1/2 \).

Hence, roughly speaking, \( \text{SBP}^{cc} \) and \( \text{USBP}^{cc} \) are equivalent and \( \text{WAPP}^{cc} \) and \( \text{UWAPP}^{cc} \) are equivalent. Here “equivalence” is ignoring constant factors and additive logarithmic terms in the cost, but much more significantly it is ignoring constant factors in \( \epsilon \) (for \( \text{WAPP}^{cc} \)), which is important as we know that \( \epsilon \) cannot be efficiently amplified (Theorem 2.6).

**Discussion of Theorem 2.8.** The equivalence of \( \text{SBP}^{cc} \) and \( \text{USBP}^{cc} \) implies an alternative proof of the lower bound \( \text{USBP}^{cc}(\text{Disj}) \geq \Omega(n) \) for set-disjointness from \([GW14]\) without using information complexity. Indeed, that paper showed that \( \text{SBP}^{cc}(\text{Disj}) \geq \Omega(n) \) follows from Razborov’s corruption lemma \([Raz92]\). It was also noted in \([GW14]\) that the greater-than function \( \text{Gt} \) (defined by \( \text{Gt}(x,y) := 1 \text{ if } x > y \text{ as } n\text{-bit numbers} \) satisfies \( \text{USBP}^{cc}(\text{Gt}) = \Theta(1) \) and \( \text{SBP}^{cc}(\text{Gt}) = \Theta(\log n) \), and thus the \( + \log n \) gap in Theorem 2.8 is tight. Our proof of Theorem 2.8 shows, in some concrete sense, that \( \text{Gt} \) is the “only” advantage \( \text{USBP}^{cc} \) has over \( \text{SBP}^{cc} \). Theorem 2.8 is analogous to, but more complicated than, Proposition 2.37 since both say that without loss of generality \( \alpha \) is not too small in the \( \text{SBP} \) models.

**Discussion of Theorem 2.9.** The equivalence of \( \text{WAPP}^{cc} \) and \( \text{UWAPP}^{cc} \) implies the equivalence of the smooth rectangle bound (see Fact 2.28 below) and approximate nonnegative rank (see Fact 2.31 below), which was already known for total functions \([KMSY14]\). Our Theorem 2.9 implies that the equivalence holds even for partial functions, which was crucially used in the proof of Corollary 2.7. The situation is summarized in Figure 2.4.

### 2.6.1 The Truncation Lemma

The following lemma is a key component in the proofs of Theorem 2.8 and Theorem 2.9.

**Definition 2.41.** For a nonnegative matrix \( M \), we define its *truncation* \( \overline{M} \) to be the same matrix but where each entry \( > 1 \) is replaced with 1.
Lemma 2.42 (Truncation Lemma). For every $2^n \times 2^n$ nonnegative rank-1 matrix $M$ and every $d$ there exists a $O(d + \log n)$-communication public-randomness protocol $\Pi$ such that for every $(x, y)$ we have $\text{acc}_\Pi(x, y) \in [M_{x,y}] \pm 2^{-d}$.

We describe some intuition for the proof. We can write $M_{x,y} = u_x v_y$ where $u_x, v_y \geq 0$. First, note that if all entries of $M$ are at most 1, then $\text{acc}_\Pi(x, y) = M_{x,y}$ can be achieved in a zero-communication manner: scaling all $u_x$’s by some factor and scaling all $v_y$’s by the inverse factor, we may assume that all $u_x, v_y \leq 1$; then Alice can accept with probability $u_x$ and Bob can independently accept with probability $v_y$. Truncation makes all the entries at most 1 but may destroy the rank-1 property. Also note that in general, for the non-truncated entries there may be no “global scaling” for which the zero-communication approach works: there may be some entries with $u_x v_y < 1$ but $u_x > 1$, and other entries with $u_x v_y < 1$ but $v_y > 1$. Roughly speaking, we instead think in terms of “local scaling” that depends on $(x, y)$.

As a starting point, consider a protocol where Alice sends $u_x$ to Bob, who then declares acceptance with probability $\min(u_x v_y, 1)$. We cannot afford to communicate $u_x$ exactly, so we settle for an approximation. We express $u_x$ and $v_y$ in “scientific notation” with an appropriate base and round the mantissa of $u_x$ to have limited precision. The exponent of $u_x$, however, may be too expensive to communicate, but since $u_x, v_y$ are multiplied, all that matters is the sum of their exponents. Determining the sum of the exponents exactly may be too expensive, but the crux of the argument is that we only need to consider a limited number of cases. If the sum of the exponents is small, then the matrix entry is very close to 0 and we can reject without knowing the exact sum. If the sum of the exponents is large, then the matrix entry is guaranteed to be truncated and we can accept. Provided the base is large enough, there are only a few “inbetween” cases. Determining which case holds can be reduced to a greater-than problem, which can be solved with error exponentially small in $d$ using communication $O(d + \log n)$.

We now give the formal proof.

Proof of Lemma 2.42. Let $M_{x,y} = u_x v_y$ where $u_x, v_y \geq 0$, and define $\delta := 2^{-d}/2$ and $B := 1/\delta$. Henceforth we fix an input $(x, y)$. For convenience we let all notation be relative to $(x, y)$, so we start by defining $u := u_x$ and $v := v_y$, and note that $\overline{M}_{x,y} = \min(uv, 1)$. Assuming $u > 0$, define $i := \lceil \log_B u \rceil$ (so $u \in (B^{i-1}, B^i]$) and $a := u / B^i$ (so $a \in (\delta, 1]$). Similarly, assuming $v > 0$, define $j := \lceil \log_B v \rceil$ (so $v \in (B^{j-1}, B^j]$) and $b := v / B^j$ (so $b \in (\delta, 1]$). Note that $uv = abB^{i+j} \in (B^{i+j-2}, B^{i+j}]$. The protocol $\Pi$ is as follows. (Line 4 is underspecified but we will address that later.)
Remark 4. We note that the $O(d + \log n)$ communication bound in Lemma 2.42 is optimal, assuming $n \geq d$. Indeed, define a nonnegative rank-1 matrix $M$ by $M_{x,y} := (2^{-d})^x - y$ where $x$ and $y$ are viewed as nonnegative $n$-bit integers. Consider any protocol $\Pi$ with $\text{acc}_\Pi(x,y) \in M_{x,y} \pm 2^{-d}$, and note that it determines with error probability $2^{-(d-1)}$ whether $x \leq y$. The latter is known to require $\Omega(\log n)$ communication (even for constant $d$) [Vio15]. Also, by a union bound there exists an outcome of the randomness for which $\Pi$ determines whether $x \leq y$ for all pairs $x, y < 2^{d/2 - 1}$ (of which there are $2^{d-2}$), which requires $\Omega(d)$ communication by the deterministic lower bound for greater-than on $(d/2 - 1)$-bit integers.
2.6.2 Proofs of unrestricted–restricted equivalences

We now give the (very similar) proofs of Theorem 2.8 and Theorem 2.9 using the Truncation Lemma. We make use of the following basic fact.

Fact 2.43. Given a private-randomness protocol Π of communication cost c, label the accepting transcripts as \( \tau \in \{1, 2, \ldots, 2^c\} \). Then for each accepting transcript \( \tau \) there exists a nonnegative rank-1 matrix \( N^\tau \) such that the following holds. For each \((x, y)\), the probability of getting transcript \( \tau \) on input \((x, y)\) is \( N^\tau_{x,y} \), and thus \( \text{acc}_\Pi(x, y) = \sum_{\tau=1}^{2^c} N^\tau_{x,y} \).

For both proofs, the goal is to show that any protocol (of type \( \text{USBP}^{cc} \) or \( \text{UWAPP}^{cc} \)) can be converted into another protocol (of type \( \text{SBP}^{cc} \) or \( \text{WAPP}^{cc} \), respectively) of comparable cost. We transform an \( \alpha \)-correct protocol of cost \( c \), where \( \alpha \) might be prohibitively small, into a (roughly) \( 2^{-c} \)-correct protocol without increasing the communication by too much. We use Fact 2.43 to express the acceptance probabilities as a sum of nonnegative rank-1 matrices. The basic intuition is to divide everything by \( \alpha \) to get a “1-correct” matrix sum; however, this new sum may not correspond to acceptance probabilities of a protocol. To achieve the latter, we truncate each summand (which does not hurt the correctness, and which makes each summand correspond to acceptance probabilities from the Truncation Lemma), then multiply each summand by \( 2^{-c} \) (which essentially changes the correctness parameter from 1 to \( 2^{-c} \), and which corresponds to picking a uniformly random summand).

Proof of Theorem 2.8. Fix a cost-\( c \) \( \text{USBP}^{cc} \) protocol \( \Pi \) for \( F \) with associated \( \alpha > 0 \) and associated matrices \( N^\tau \) from Fact 2.43. Thus \( \sum_{\tau} N^\tau_{x,y} \geq \alpha \) if \( F(x, y) = 1 \) and \( \leq \alpha/2 \) if \( F(x, y) = 0 \). We claim that the following public-randomness protocol \( \Pi' \) witnesses \( \text{SBP}^{cc}(F) \leq O(c + \log n) \):

1. Pick \( \tau \in \{1, 2, \ldots, 2^c\} \) uniformly at random
2. Run the protocol from Lemma 2.42 with \( M^\tau := \frac{1}{\alpha} N^\tau \) and \( d := c + 3 \)

We first argue correctness. We have \( \text{acc}_{\Pi'}(x, y) \in 2^{-c} \sum_{\tau} (M^\tau_{x,y} \pm 2^{-d}) = 2^{-c} \sum_{\tau} M^\tau_{x,y} \pm 2^{-3} \). If \( F(x, y) = 0 \) then \( \sum_{\tau} M^\tau_{x,y} \leq \frac{1}{\alpha} \sum_{\tau} N^\tau_{x,y} \leq 1/2 \) and thus \( \text{acc}_{\Pi'}(x, y) \leq (5/8)2^{-c} \). Now suppose \( F(x, y) = 1 \). If \( M^\tau_{x,y} \leq 1 \) for all \( \tau \) then \( \sum_{\tau} M^\tau_{x,y} = \sum_{\tau} \frac{1}{\alpha} N^\tau_{x,y} \geq 1 \), and if not then we also have \( \sum_{\tau} M^\tau_{x,y} \geq \max_{\tau} M^\tau_{x,y} = 1 \). In either case, \( \text{acc}_{\Pi'}(x, y) \geq (7/8)2^{-c} \). Since there is a constant factor gap between the acceptance probabilities on 1-inputs and 0-inputs, we can use and-amplification in a standard way [GW14] to bring the gap to a factor of 2 while increasing the cost by only a constant factor. Since the communication cost of \( \Pi' \) is \( O(d + \log n) = O(c + \log n) \), and the associated \( \alpha' \) value is \( 2^{-O(c)} \), the overall cost is \( O(c + \log n) \).

Proof of Theorem 2.9. Fix a cost-\( c \) \( \text{UWAPP}^{cc} \) protocol \( \Pi \) for \( F \) with associated \( \alpha > 0 \) and associated matrices \( N^\tau \) from Fact 2.43. Thus \( \sum_{\tau} N^\tau_{x,y} \in [(1 - \epsilon)\alpha, \alpha] \) if \( F(x, y) = 1 \) and \( \in [0, \epsilon\alpha] \) if \( F(x, y) = 0 \). We claim that the following public-randomness protocol \( \Pi' \) witnesses \( \text{WAPP}^{cc}_\delta(F) \leq O(c + \log(n/\Delta)) \) where \( \Delta := (\delta - \epsilon)/2 \):
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We first argue correctness. We have acc\textsubscript{W}(x, y) ∈ 2^{-c} \sum_{\tau} (M_{x,y}^\tau ± 2^{-d}) ⊆ 2^{-c} (\sum_{\tau} M_{x,y}^\tau ± \Delta). Define α′ := 2^{-c}(1 + Δ). If F(x, y) = 0 then \sum_{\tau} M_{x,y}^\tau ≤ \sum_{\tau} \frac{1}{\alpha} N_{x,y}^\tau ≤ ε and thus acc\textsubscript{W}(x, y) ∈ [0, 2^{-c}(ε + Δ)] ⊆ [0, δα′]. Now suppose F(x, y) = 1. Then M_{x,y}^\tau ≤ 1 for all τ (otherwise acc\textsubscript{W}(x, y) = \sum_{\tau} αM_{x,y}^\tau > α). Hence \sum_{\tau} M_{x,y}^\tau = \sum_{\tau} \frac{1}{\alpha} N_{x,y}^\tau ∈ [1 - ε, 1], and thus acc\textsubscript{W}(x, y) ∈ [2^{-c}(1 - ε - Δ), 2^{-c}(1 + Δ)] ⊆ [(1 - δ)α′, α′]. So Π′ is a WAPP\textsubscript{cc} protocol for F of cost O(d + log(n)) + log(1/α′) ≤ O(c + log(n/Δ)). □

Remark 5. In the proof of Theorem 2.9, note that if F is total then Lemma 2.42 is not needed: The entries of each M^\tau are all bounded by 1, and thus M_{x,y}^\tau can be written as u_xv_y where u_x, v_y ∈ [0, 1]. Hence to accept with probability M_{x,y}^\tau, Alice can accept with probability u_x and Bob can accept with probability v_y. This incurs no loss in the ε parameter and has communication cost 2, witnessing that WAPP\textsubscript{cc}(F) ≤ UWAPP\textsubscript{cc}(F) + 2 if F is total.

2.7 Additional proofs

2.7.1 Proof of Fact 2.28

srec\textsubscript{c}(F) is defined as the log of the optimum value of the following linear program, which has a variable w\textsubscript{R} for each rectangle R.

\begin{align*}
\text{minimize} & \quad \sum_{R} w_{R} \\
\text{subject to} & \quad \sum_{R: (x,y) ∈ R} w_{R} ∈ [1 - ε, 1] \quad \forall (x,y) ∈ F^{-1}(1) \\
& \quad \sum_{R: (x,y) ∈ R} w_{R} ∈ [0, ε] \quad \forall (x,y) ∈ F^{-1}(0) \\
& \quad w_{R} ≥ 0 \quad \forall R
\end{align*}

We first show the first inequality. Given a cost-c WAPP\textsubscript{cc} protocol for F, put it in the "normal form" given by Fact 2.27 so that α = 2^{-c} and each outcome of the randomness is a rectangle. For each rectangle R, let w\textsubscript{R} := p\textsubscript{R}/α where p\textsubscript{R} is the probability of R in the normal form protocol. This is a feasible solution with objective value 1/α, so srec\textsubscript{c}′(F) ≤ log(1/α) = c. We now show the second inequality. Given an optimal solution, let α := 1/\sum_{R} w_{R} and consider a protocol that selects rectangle R with probability αw\textsubscript{R}. This is an α-correct WAPP\textsubscript{cc} protocol for F of cost 2 + srec\textsubscript{c}′(F).

2.7.2 Proof of Fact 2.31

We first show the first inequality. Fix a cost-c UWAPP\textsubscript{cc} protocol Π for F with associated α > 0 and associated matrices N^\tau from Fact 2.43. Thus \sum_{\tau} N_{x,y}^\tau is ∈ [(1 - ε)α, α] if F(x, y) = 1.
and \( \in [0, \epsilon \alpha] \) if \( F(x, y) = 0 \). Hence letting \( M := \sum_x \frac{1}{\alpha} N^x \), we have \( M_{x,y} \in F(x, y) \pm \epsilon \) for all \((x, y) \in \text{dom} \, F \) and \( \text{rank}^+(M) \leq 2^c \).

We now show the second inequality. Suppose \( M \) is such that \( M_{x,y} \in F(x, y) \pm \epsilon / 2 \) for all \((x, y) \in \text{dom} \, F \) and \( r := \text{rank}^+(M) \) is witnessed by \( M = UV \), and let \( t \) be the maximum entry in \( U, V \). We claim that the following private-randomness protocol \( \Pi \) witnesses \( \text{UWAPP}^c_\epsilon(F) \leq \lceil \log r \rceil + 2 \):

<table>
<thead>
<tr>
<th>Step</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Alice picks ( i \in {1, 2, \ldots, r} ) uniformly at random and sends it to Bob</td>
</tr>
<tr>
<td>2</td>
<td>Alice accepts with probability ( U_{x,i} / t ) and sends her decision to Bob</td>
</tr>
<tr>
<td>3</td>
<td>Bob accepts with probability ( V_{i,y} / t ) and sends his decision to Alice</td>
</tr>
<tr>
<td>4</td>
<td>Accept iff both Alice and Bob accept</td>
</tr>
</tbody>
</table>

We have \( \text{acc}_\Pi(x, y) = \frac{1}{r} \sum_i U_{x,i} V_{i,y} / t^2 = M_{x,y} / rt^2 \). Let \( \alpha := (1 + \epsilon / 2) / rt^2 \). If \( F(x, y) = 1 \) then \( \text{acc}_\Pi(x, y) \in [(1 - \epsilon / 2) / rt^2, (1 + \epsilon / 2) / rt^2] \subseteq [(1 - \epsilon) \alpha, \alpha] \). If \( F(x, y) = 0 \) then \( \text{acc}_\Pi(x, y) \in [0, (\epsilon / 2) / rt^2] \subseteq [0, \epsilon \alpha] \). Thus the protocol is correct with respect to \( \alpha \).

### 2.7.3 Proof of Fact 2.40

We use the notation \((t)_m\) for the falling factorial \( t(t-1) \cdots (t-m+1) \). The acceptance probability is

\[
\frac{(n-d)}{(n-w-i)} = \frac{(n-d)_{w-i}}{(n)_w} \cdot \frac{w!}{(n)_w} = \frac{(w)_i}{(n)_w / (n-d)_{w-i}}.
\]

We claim that

(i) \( w^i \cdot (1 - o(1)) \leq (w)_i \leq w^i \),

(ii) \( n^w \cdot (1 - o(1)) \leq (n)_w \leq n^w \),

(iii) \( n^{w-i} \cdot (1 - o(1)) \leq (n-d)_{w-i} \leq n^{w-i} \).

Then the acceptance probability is in

\[
\frac{w^i}{n^w / n^{w-i} \cdot (1 \pm o(1))} = (w/n)^i \cdot (1 \pm o(1)).
\]

The three upper bounds are trivial. For the lower bound in (i), we have

\[
(w)_i = w^i \cdot \left(1 - \frac{0}{w}\right) \left(1 - \frac{1}{w}\right) \cdots \left(1 - \frac{i-1}{w}\right) \\
\geq w^i \cdot 4^{-0/w} 4^{-1/w} \cdots 4^{-(i-1)/w} \\
= w^i \cdot 4^{-i(i-1)/2w} \\
\geq w^i \cdot (1 - o(1))
\]
since $i \leq d \leq o(\sqrt{w})$. The lower bound in (ii) follows similarly using $w \leq o(\sqrt{n})$. For (iii), we have

$$(n - d)_{w-i} \geq (n - d)^{w-i} \cdot (1 - o(1)) = n^{w-i} \cdot (1 - o(1)) \cdot (1 - d/n)^{w-i}$$

as above using $w - i \leq o(\sqrt{n - d})$, and we have $(1 - d/n)^{w-i} \geq (4^{-d/n})^w \geq 1 - o(1)$ since $d < w \leq o(\sqrt{n})$.

### 2.7.4 Proof of Fact 2.39

We first prove (i) $\Rightarrow$ (ii). Assume (i), and consider $\mu_1$ distributed over $f^{-1}(1)$ and $\mu_0$ distributed over $f^{-1}(0)$. We have for $h \sim H$ and $z_i \sim \mu_i$ that

$$E_h \Pr_{z_1}[h(z_1) = 1] = \Pr_{h,z_1}[h(z_1) = 1]$$

$$\geq \min_{z_1 \in f^{-1}(1)} \Pr_h[h(z_1) = 1]$$

$$> 2 \cdot \max_{z_0 \in f^{-1}(0)} \Pr_h[h(z_0) = 1]$$

$$\geq 2 \cdot \Pr_{h,z_0}[h(z_0) = 1]$$

$$= E_h 2 \cdot \Pr_{z_0}[h(z_0) = 1].$$

If $\Pr_{z_1}[h(z_1) = 1] \leq 2 \cdot \Pr_{z_0}[h(z_0) = 1]$ for all $h$, then the above would be false.

We now prove (ii) $\Rightarrow$ (i). Assume (ii), and define $\alpha_{\mu_1,\mu_0}$ to be the maximum of $\Pr_{z_1 \sim \mu_1}[h(z_1) = 1]$ over all $h$ such that $\Pr_{z_1 \sim \mu_1}[h(z_1) = 1] > 2 \cdot \Pr_{z_0 \sim \mu_0}[h(z_0) = 1]$. It is not difficult to see that the function $(\mu_1, \mu_0) \mapsto \alpha_{\mu_1,\mu_0}$ is lower semi-continuous, since if we change $(\mu_1, \mu_0)$ infinitesimally then $\Pr_{z_1 \sim \mu_1}[h(z_1) = 1] > 2 \cdot \Pr_{z_0 \sim \mu_0}[h(z_0) = 1]$ still holds for the (previously) optimum $h$, and the left side of the inequality only changes infinitesimally (but another $h$ may become “available” and raise the value of $\alpha_{\mu_1,\mu_0}$, hence the function is not upper semi-continuous).

It is a basic fact of analysis that a lower semi-continuous function on a compact set attains its infimum. Since the set of $(\mu_1, \mu_0)$ pairs is compact, and since $\alpha_{\mu_1,\mu_0} > 0$ for all $(\mu_1, \mu_0)$, we have $\inf_{\mu_1,\mu_0} \alpha_{\mu_1,\mu_0} > 0$. Let $\alpha^*$ be any real such that $0 < \alpha^* < \inf_{\mu_1,\mu_0} \alpha_{\mu_1,\mu_0}$. Hence we have $\alpha_{\mu_1,\mu_0} > \alpha^*$ for all $(\mu_1, \mu_0)$.

Let $M$ be the matrix with rows indexed by $Z$ and columns indexed by $\mathcal{H}$, such that $M_{z,h} := h(z)$. Then for every $(\mu_1, \mu_0)$ there exists an $h$ such that $E_{z_1 \sim \mu_1} M_{z_1,h} > \alpha^*$ and $E_{z_1 \sim \mu_1} M_{z_1,h} > 2 \cdot E_{z_0 \sim \mu_0} M_{z_0,h}$. Let $M'$ be the matrix with rows indexed by $Z$ and (infinitely-many) columns indexed by $\mathcal{H} \times [0,1]$, such that $M'_{z,(h,s)} := s \cdot h(z)$. Then for every $(\mu_1, \mu_0)$ there exists a $(h,s)$ such that $E_{z_1 \sim \mu_1} M'_{z_1,(h,s)} > \alpha^*$ and $E_{z_0 \sim \mu_0} M'_{z_0,(h,s)} < \alpha^*/2$ (by choosing $s$ to be slightly greater than $\alpha^* / E_{z_1 \sim \mu_1} M_{z_1,h}$). Let $A : \mathbb{R} \to \mathbb{R}$ be the affine transformation $A(x) := (1 - x) \cdot \frac{\alpha^*}{1 - \alpha^*/2}$. Let $M''$ be the matrix indexed like $M'$, such that $M''_{z,(h,s)} := A(M'_{z,(h,s)})$ if $f(z) = 1$, and $M''_{z,(h,s)} := A(M'_{z,(h,s)})$ if $f(z) = 0$. Then for every $(\mu_1, \mu_0)$ there exists a $(h,s)$ such that $E_{z_1 \sim \mu_1} M''_{z_1,(h,s)} > \alpha^*$ and, by linearity of expectation, $E_{z_0 \sim \mu_0} M''_{z_0,(h,s)} = A(E_{z_0 \sim \mu_0} M'_{z_0,(h,s)}) > (1 - \alpha^*/2) \cdot \frac{\alpha^*}{1 - \alpha^*/2} = \alpha^*$.

We claim that for every distribution $\mu$ over $Z$ there exists a $(h,s)$ such that $E_{z \sim \mu} M''_{z,(h,s)} > \alpha^*$. 


If $\mu(f^{-1}(1)) > 0$ and $\mu(f^{-1}(0)) > 0$ then this follows from the above using $\mu_1 = (\mu | f^{-1}(1))$ and $\mu_0 = (\mu | f^{-1}(0))$. Otherwise if, say, $\mu(f^{-1}(0)) = 0$ (similarly if $\mu(f^{-1}(1)) = 0$) then we can let $\mu_1 = \mu$ and $\mu_0$ be an arbitrary distribution over $f^{-1}(0)$, and apply the above.

Now by the minimax theorem (a continuous version as used in [TTV09]) the two-player zero-sum game given by $M''$ (with payoffs to the column player) has value $> \alpha^*$, and thus there exists a distribution $H'$ over $\mathcal{H} \times [0, 1]$ such that for all $z \in Z$, $E_{(h,s) \sim H'} M''_{z_0,(h,s)} > \alpha^*$. Thus for all $z_1 \in f^{-1}(1)$ we have $E_{(h,s) \sim H'} M'_{z_1,(h,s)} > \alpha^*$, and for all $z_0 \in f^{-1}(0)$ by linearity of expectation we have $E_{(h,s) \sim H'} M'_{z_0,(h,s)} = A^{-1}(E_{(h,s) \sim H'} M''_{z_0,(h,s)}) < 1 - \alpha^* \cdot \frac{1 - \alpha^*/2}{\alpha^*} = \alpha^*/2$.

For $h \in \mathcal{H}$, if we define $p_h$ to be the expectation under $H'$ of the function that outputs $s$ on inputs $(h, s)$ and outputs 0 otherwise, then for all $z$ we have $E_{(h,s) \sim H'} M'_{z_0,(h,s)} = \sum_h p_h \cdot M_{z_0,h}$. Finally, we define the distribution $H$ over $\mathcal{H}$ so the probability of $h$ is $p_h/P$ where $P := \sum_h p_h$. Then for all $z$ we have $Pr_{h \sim H}[h(z) = 1] = \frac{1}{P} \cdot E_{(h,s) \sim H'} M'_{z_0,(h,s)}$. Thus for all $z_1 \in f^{-1}(1)$ we have $Pr_{h \sim H}[h(z_1) = 1] > \alpha^*/P$, and for all $z_0 \in f^{-1}(0)$ we have $Pr_{h \sim H}[h(z_0) = 1] < \alpha^*/2P$, and hence (i) holds.
Chapter 3

Lower Bounds for Clique vs. Independent Set

Overview. In this chapter we prove an $\omega(\log n)$ lower bound on the conondeterministic communication complexity of the Clique vs. Independent Set problem introduced by Yannakakis [Yan91]. As a corollary, this implies superpolynomial lower bounds for the Alon–Saks–Seymour conjecture in graph theory. Our approach is to first exhibit a query complexity separation for the decision tree analogue of the UP vs. coNP question—namely, unambiguous DNF width vs. CNF width—and then “lift” this separation over to communication complexity using the simulation theorem from Chapter 2. This chapter is based on the following publication:


3.1 Introduction

Yannakakis’s [Yan91] Clique vs. Independent Set problem, associated with an undirected $n$-node graph $G = ([n], E)$, is the following: Alice holds a clique $x \subseteq [n]$ in $G$, Bob holds an independent set $y \subseteq [n]$ in $G$, and their goal is to decide whether $x$ and $y$ intersect. As the underlying graph enforces $|x \cap y| \in \{0, 1\}$, we may define a boolean function by $\text{CIS}_G(x, y) := |x \cap y|$.

Upper bounds. For every $G$ there is an $\lceil \log n \rceil$-bit nondeterministic communication protocol for $\text{CIS}_G$ that guesses the name of the unique node in the intersection $x \cap y$. Recall (e.g., [KN97, Juk12]) that, combinatorially, this means that the 1-entries of the communication matrix of $\text{CIS}_G$ can be covered with $n$ rectangles. We write this fact as $\mathsf{NP}^{cc}(\text{CIS}_G) \leq \lceil \log n \rceil$. Yannakakis further proved that $\mathsf{P}^{cc}(\text{CIS}_G) \leq O(\log^2 n)$, where $\mathsf{P}^{cc}$ stands for deterministic communication
Measure | Lower bound | Reference
--- | --- | ---
P$^\text{cc}$ | $2 \cdot \log n$ | Kushilevitz, Linial, and Ostrovsky [KLO99]
$\text{coNP}^\text{cc}$ | $6/5 \cdot \log n$ | Huang and Sudakov [HS12]
$\text{coNP}^\text{cc}$ | $3/2 \cdot \log n$ | Amano [Ama14b]
$\text{coNP}^\text{cc}$ | $2 \cdot \log n$ | Shigeta and Amano [SA15]
$\text{coNP}^\text{cc}$ | $\omega(\log n)$ | This chapter

Table 3.1: Lower bounds on the deterministic ($P^\text{cc}$) and conondeterministic ($\text{coNP}^\text{cc}$) communication complexities of the Clique vs. Independent Set problem.

complexity. In particular, we have the same upper bound on the conondeterministic complexity:

$$\text{coNP}^\text{cc}(\text{CIS}_G) \leq O(\log^2 n).$$

**Lower bounds.** It has been a relatively long-standing open problem to prove (for some choice of $G$) superlogarithmic lower bounds on $P^\text{cc}(\text{CIS}_G)$, let alone on $\text{coNP}^\text{cc}(\text{CIS}_G)$. See, for instance, the textbooks by Kushilevitz and Nisan [KN97, Exercise 1.8] and Jukna [Juk12, Research Problem 4.15]. See also Table 3.1 for a summary of previous bounds, and the works of Kushilevitz and Weinreb [KW09a, KW09b] for indirect attacks on the problem.

Our main result is to obtain such superlogarithmic lower bounds.

**Theorem 3.1.** There is a family of graphs $G$ such that

$$\text{coNP}^\text{cc}(\text{CIS}_G) \geq \Omega(\log^{1.128} n).$$

**Implications.** The CIS problem admits several equivalent formulations, as explored in-depth by Bousquet, Lagoutte, and Thomassé [BLT14]. In particular, Theorem 3.1 refutes a certain “polynomial” version of the Alon–Saks–Seymour conjecture [BLT14, Conjecture 16]. The original conjecture stated that $\chi(G) \leq \text{bp}(G) + 1$, that is, that the chromatic number of $G$ can be bounded in terms of the *biclique partition number* of $G$ (minimum number of complete bipartite graphs needed to partition the edges of $G$). Huang and Sudakov [HS12] disproved the original conjecture by showing that $\chi(G)$ can be polynomially larger than $\text{bp}(G)$. Theorem 3.1 implies that the gap can be superpolynomial. See [BLT14] for more details about this and other connections.

### 3.1.1 Our approach

**Unambiguity.** The canonical $[\log n]$-cost nondeterministic protocol for $\text{CIS}_G$ outlined above has the additional property of being *unambiguous*: on each input there is at most one accepting nondeterministic computation. That is, combinatorially, the rectangles covering the 1-entries do not overlap. Thus $[\log n]$ is an upper bound on the unambiguous communication complexity
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Figure 3.1: Reduction $F \leq \text{CIS}_G$ [Yan91, Lemma 1]: Fix an optimal partition of the 1-inputs of $F$ using $2^{\UP_{cc}(F)}$ rectangles. The nodes of the graph $G$ are the rectangles, and two nodes are connected by an edge if the corresponding rectangles share a row. We have $F \leq \text{CIS}_G$ via the following map: Alice maps her input $x$ to the set of all rectangles intersecting row $x$, and Bob maps his input $y$ to the set of all rectangles intersecting column $y$.

of $\text{CIS}_G$, which we write as $\UP_{cc}(\text{CIS}_G) \leq \lceil \log n \rceil$. In fact, it is known that the $\text{CIS}_G$ family of problems is complete for unambiguous communication: for every two-party function $F : X \times Y \rightarrow \{0, 1\}$ there is a graph $G$ on $n = 2^{\UP_{cc}(F)}$ nodes such that $F$ appears as a subproblem of $\text{CIS}_G$. See Figure 3.1 for an illustration. In particular, we have $\UP_{cc}(F) = \UP_{cc}(\text{CIS}_G) = \log n$. Given this structural perspective, our goal becomes to exhibit a total function with a large $\UP_{cc}$ vs. $\text{coNP}_{cc}$ gap.

The following is a rephrasing of Theorem 3.1.

**Theorem 3.2.** There is an $F$ such that $\text{coNP}_{cc}(F) \geq \UP_{cc}(F)^\beta$ where $\beta > 1.128$ is a constant.

**Query complexity.** Instead of attacking Theorem 3.2 head-on, we first show an analogous separation in the simpler-to-understand world of decision tree complexity [BdW02]. Here one deals with plain boolean functions $f : \{0, 1\}^n \rightarrow \{0, 1\}$ (different $n$ than above) without any two-party structure. We use the superscript “dt” for query complexity measures. For example, $\NP_{dt}(f)$ denotes the nondeterministic decision tree complexity of $f$, or equivalently, the minimum $k$ such that $f$ can be written as a $k$-DNF. We also set $\text{coNP}_{dt}(f) := \NP_{dt}(-f)$. A DNF is unambiguous if on every input at most one of its terms (a.k.a. certificates) evaluates to true. We define $\UP_{dt}(f)$ as the minimum $k$ such that $f$ can be written as an unambiguous $k$-DNF.

The following is the query analogue of Theorem 3.2.

**Theorem 3.3.** There is an $f$ such that $\text{coNP}_{dt}(f) \geq \UP_{dt}(f)^\alpha$ where $\alpha > 1.128$ is a constant.

---

$^1$It is easy to give a partial function (promise problem) with an exponential $\UP_{cc}$ vs. $\text{coNP}_{cc}$ gap: the unique set-intersection function $\text{UINTER}$ satisfies $\UP_{cc}(\text{UINTER}) \leq O(\log n)$ but $\text{coNP}_{cc}(\text{UINTER}) \geq \Omega(n)$ [Raz92, KW14].
From query to communication. Given an \( f \) as above, we then apply the simulation theorem from Chapter 2 that allows us to convert \( f \) into a communication problem \( f \circ g^n \) while preserving its conondeterministic complexity. We use the following special case (proved in Section 2.2.3) of the full junta-based simulation theorem.

**Theorem 3.4.** There is a gadget \( g \) on \( b = \Theta(\log n) \) bits so that for all \( f : \{0,1\}^n \rightarrow \{0,1\} \),

\[
\text{coNP}^{cc}(f \circ g^n) \geq \Omega(\text{coNP}^{dt}(f) \cdot b).
\]  

(3.1)

This establishes the lower bound on \( \text{coNP}^{cc}(F) \). For the upper bound on \( \text{UP}^{cc}(F) \), we use the simple fact that a protocol can always simulate a corresponding type of decision tree:

\[
\text{UP}^{cc}(f \circ g^n) \leq O(\text{UP}^{dt}(f) \cdot b).
\]  

(3.2)

To conclude, Theorem 3.3 together with (3.1) and (3.2) imply a gap of \( \text{coNP}^{cc}(F) \geq \text{UP}^{cc}(F)^{\alpha - o(1)} \). This proves Theorem 3.2 for any \( \beta < \alpha \).

The rest of this chapter is devoted to proving Theorem 3.3.

### 3.2 Definitions

A size-\( k \) certificate for “\( P(x) \)”—where \( P(\cdot) \) is a predicate and \( x \in \{0,1\}^n \) is an input—is a partial assignment \( C \) to inputs, setting at most \( k \) variables, such that \( x \) agrees with \( C \) (we also say that \( C \) accepts \( x \)) and for every \( y \) agreeing with \( C \) it holds that \( P(y) \). The certificate complexity of “\( P(x) \)” is the least size of a certificate for “\( P(x) \)”.

A nondeterministic (\( \text{NP}^{dt} \)) decision tree \( T \) of cost \( k \) for “\( P(\cdot) \)” is a collection of size-\( k \) certificates such that for every \( x \), \( P(x) \) holds iff there exists an \( C \in T \) that accepts \( x \). We say that \( T \) is unambiguous (\( \text{UP}^{dt} \)), if on every input \( x \) there is at most one certificate \( C \in T \) that accepts \( x \). We define \( \text{NP}^{dt}(f) \) (resp. \( \text{UP}^{dt}(f) \)) as the least cost of a \( \text{NP}^{dt} \) (resp. \( \text{UP}^{dt} \)) decision tree for “\( f(\cdot) = 1 \)”.

Finally, \( \text{P}^{dt}(f) \) denotes the deterministic decision tree complexity of \( f \).

### 3.3 Warm-up discussion

The purpose of this section is to develop a “feel” for the \( \text{UP}^{dt} \) vs. \( \text{coNP}^{dt} \) question, and motivate some of the choices that are made in the upcoming sections.

**Upper bound on gap.** A well-known result for decision trees states that \( \text{P}^{dt}(f) \leq \text{NP}^{dt}(f) \cdot \text{coNP}^{dt}(f) \); see [Juk12, §14.2]. A similar argument shows that \( \text{P}^{dt}(f) \leq \text{UP}^{dt}(f)^2 \). In particular, \( \text{coNP}^{dt}(f) \leq \text{UP}^{dt}(f)^2 \), and hence the \( \text{UP}^{dt} \) vs. \( \text{coNP}^{dt} \) gap cannot be too large (as in communication complexity). This argument is illuminating, so we present it here.
Proposition 3.5. \( P^{dt}(f) \leq UP^{dt}(f)^2 \).

Proof. Let \( T \) be a \( UP^{dt} \) decision tree for \( f \). A key observation is that any two certificates of \( T \) must intersect in variables—otherwise we could construct an input that satisfied two distinct certificates of \( T \), which contradicts unambiguity. The \( P^{dt} \) decision tree is this: Choose any certificate \( C \in T \) and query all its variables (at most \( UP^{dt}(f) \) many). Let \( \rho \) be a partial assignment recording the values revealed, and let \( f_{\rho} \) be the restriction of \( f \) by \( \rho \). If \( f_{\rho} \) is constant, we can output the corresponding value. Otherwise recursively run a decision tree for \( f_{\rho} \). Here \( UP^{dt}(f_{\rho}) \leq UP^{dt}(f) - 1 \) as every remaining certificate \( C' \neq C \) of \( T \) must intersect \( C \) in variables, so \( \rho \) already fixes at least one variable from each \( C' \). \qed

Recursive composition. It is easy to exhibit a constant-size function with some \( UP^{dt} \) vs. \( coNP^{dt} \) gap. For example, define a function on 3 bits by \( f(x) = 1 \) iff \( x \) has Hamming weight 1 or 2. We have \( UP^{dt}(f) = 2 \) since \( \{x_1 \bar{x}_2, x_2 \bar{x}_3, x_3 \bar{x}_1\} \) is an unambiguous collection of certificates for \( f \). We also have \( coNP^{dt}(f) = 3 \) since the function is sensitive to flipping any of the bits on the all-0 input \( \bar{0} \).

A standard trick in boolean function complexity [NS94, NW95, Sav02] is to take a constant-size function, such as \( f \) above, and to recursively compose it with itself: \( f^{i+1}(\cdot) := f(f^i(\cdot), f^i(\cdot), f^i(\cdot)) \). The hope is that at every level of recursion the gap between the two complexity measures of interest increases by some constant factor (e.g., \( 3/2 \) in the case of \( f \)). However, this approach works straightforwardly only when the complexity measures are two-sided, that is, they do not distinguish between \( f \) and \( \neg f \). In our case of \( UP^{dt} \) vs. \( coNP^{dt} \) we are searching for a function whose 1-inputs are easy, but 0-inputs are hard. An obstacle associated with a recursively defined function \( f^i \) is that the only way to certify “\( f^i(\cdot) = 1 \)”—which should be easy—often involves recursively certifying that “\( f^{i-1}(\cdot) = 0 \)”—which should be hard!

Large alphabets. Our construction will employ recursion. In order to avoid the obstacle described above, we are going to enlarge the input/output alphabets of our functions. With large alphabets we assume a decision tree model where queries are still atomic, and reading a symbol from any input costs one query. We will study functions of the form \( f : (\{0\} \cup \Sigma)^n \rightarrow (\{0\} \cup \Sigma) \), where the symbols in \( \Sigma \) are intuitively thought of as “easy to certify” as the output of \( f \). The symbol 0 will be “hard to certify” as the output of \( f \), and consequently we will always study the \( coNP^{dt} \) complexity relative to the all-0 input \( \bar{0} \). This will play nicely with recursive composition—a hard input for \( f^i \) will evaluate to \( \bar{0} \) on each level of the construction. On the other hand, we get an efficient unambiguous decision tree for “\( f^i(\cdot) = \sigma \)” where \( \sigma \in \Sigma \) as we only need to recursively certify the same type of easy statements: “\( f^{i-1}(\cdot) = \sigma' \)” where \( \sigma' \in \Sigma \). That is, we make sure that an \( UP^{dt} \) decision tree will never need to certify hard statements of the form “\( f^i(\cdot) = 0 \)”.

Note that if we have a function \( f : \Sigma^n \rightarrow \{0,1\} \) with a large input alphabet, we may always convert it to a boolean function by composing it with \( n \) copies of some surjection.
Figure 3.2: (a) Fano plane with 7 nodes and 7 hyperedges, and (b) a symmetric incidence ordering.

\[ g : \{0, 1\}^{\lceil \log |\Sigma| \rceil} \rightarrow \Sigma. \]  

The following naïve bounds will suffice for our purposes:

\[ C(f) \leq C(f \circ g^n) \leq C(f) \cdot \lceil \log |\Sigma| \rceil \quad \text{for all } C \in \{\text{UP}^{dt}, \text{coNP}^{dt}\}. \quad (3.3) \]

### 3.4 Projective plane example

In this section we describe an example witnessing a constant-factor UP\(^{dt}\) vs. coNP\(^{dt}\) gap. The example is based on projective planes, and it will be suitable for recursive composition later.

**Finite projective planes.** For our purposes, a finite projective plane \(H\) is a \(k\)-uniform hypergraph with \(n = k^2 - k + 1\) nodes and \(n\) hyperedges. Each node is incident to \(k\) edges, and each edge is incident to \(k\) nodes. Moreover, the edges are pairwise intersecting. See Figure 3.2a for an example of the case \(k = 3\). It is well known that finite projective planes exist whenever \(k - 1\) is a prime power.

**Symmetric incidence ordering.** Given an \(H\) as above, we fix for each node \(v \in V(H)\) an ordering of its incident edges, and for each edge \(e \in E(H)\) an ordering of its incident nodes. We make sure that the two orderings are symmetric: \(e\) is the \(i\)-th incident edge of \(v \in e\) iff \(v\) is the \(i\)-th incident node of \(e\); see Figure 3.2b. Such symmetric orderings are guaranteed to exist by Hall’s matching theorem [Die10, §2.1]. (Consider the \(k\)-regular bipartite incidence graph of \(H\) that has the original nodes \(V(H)\) on the left and the original hyperedges \(E(H)\) on the right and there is an edge \(\{v, e\}\) iff \(v \in e\). Then by Hall’s theorem the edges of this graph can be partitioned into \(k\) disjoint perfect matchings—this encodes the desired orderings.)

**Unweighted function.** To turn \(H\) into a query problem \(f\), we make the nodes of \(H\) correspond to input variables that take on values from \(\{0\} \cup [k]\). These values are interpreted as pointers: we
say that a node with input \( i \in [k] \) points to its \( i \)-th incident edge. A node with input 0 does not point anywhere (0 is a null pointer). Moreover, we say that an assignment \( x : V(H) \to \{0\} \cup [k] \) satisfies an edge \( e \in E(H) \) if all the incident nodes \( v \in e \) point to \( e \) according to \( x \). Note that each \( x \) can satisfy at most a single edge, since every two edges share a node, and this node can only point to one of the two edges.

The function \( f: (\{0\} \cup [k])^n \to \{0, 1\} \) is now defined so that \( f(x) = 1 \) iff \( x \) satisfies an edge. There is an obvious cost-\( k \) \( \text{UP}^{\text{dt}} \) decision tree for \( f \) whose certificates are in one-to-one correspondence with the edges of \( H \). Unfortunately, the certificate complexity of \( f(\vec{0}) = 0 \) is not large: it is also \( k \) as we can query \( k \) null pointers from any fixed edge, which ensures that no edge is satisfied. We will next fix this by assigning weights to the inputs.

*(Remark: There are in fact 0-inputs of \( f \) with certificate complexity \( > k \). However, these inputs will contain pointers, so they will not help us in the upcoming recursive construction: pointers will be too easy to certify recursively; only the number of 0’s read by a certificate counts.)*

**Input weights.** We are going to modify the function \( f \) defined above so that querying the inputs \( x_j \) to \( f \) becomes harder: to decide whether “\( x_j = i \)” one needs to spend \( w(i) \) queries (instead of 1) where \( w: [k] \to \mathbb{N} \) is a weighting function of our choosing. We allow only positive weights, so we agree that \( 0 \notin \mathbb{N} \). Concretely, this is achieved by considering a composed function \( f_w := f \circ g_w \) where \( g_w \) is a gadget that implements the weights \( w \). More specifically, \( g_w \) is of the form \((\{0\} \cup [k])^m \to \{0\} \cup [k]\) where \( m := \max w([k]) \) is the maximum weight and \( g_w(x) \) is defined as follows: If \( x = \vec{0} \), output 0. Otherwise let \( x_j = i \) be the first non-0 coordinate of \( x \). If \( j \leq w(i) \), output \( i \); otherwise output 0.

By construction, for deterministic decision trees and for every \( i \in [k] \), it is both necessary and sufficient to make \( w(i) \) queries in order to decide whether “\( g_w(\cdot) = i \)”.

Furthermore, we record for later use the following two properties that also follow straightforwardly from the construction.

\[(P1) \text{ The certificate complexity of } g_w(\vec{0}) \neq i \text{ is } w(i).\]

\[(P2) \text{ Suppose } \hat{w}(i) := \ell \cdot w(i) \text{ for all } i. \text{ Then } \text{coNP}^{\text{dt}}(f_{\hat{w}}) = \ell \cdot \text{coNP}^{\text{dt}}(f_w) \text{ for every } f.\]

**Weighted function.** Define \( w \) by \( w(i) := i \) and consider \( f_w := f \circ g_w^n \). We claim that

\[
\text{UP}^{\text{dt}}(f_w) \leq k(k + 1)/2,
\]

\[
\text{coNP}^{\text{dt}}(f_w) \geq k^2 - k + 1.
\]

That is, we have asymptotically a factor 2 separation.

**Upper bound.** We can devise a \( \text{UP}^{\text{dt}} \) decision tree for \( f_w \) by simply composing a \( \text{UP}^{\text{dt}} \) decision tree for \( f \) and optimal deterministic decision trees for the \( g_w \)'s. A certificate corresponding to an edge \( e \in V(H) \) in the \( \text{UP}^{\text{dt}} \) decision tree for “\( f(\cdot) = 1 \)” checks for each \( i \in [k] \) that the \( i \)-th
incident node of $e$ is outputting $i$, which recursively involves checking that 
\( g_w(\cdot) = i \) for the corresponding gadget. For each $i$ this amounts to $w(i) = i$ queries, which is $\sum_{i \in [k]} i = k(k+1)/2$ in total.

**Lower bound.** Our goal is to lower bound $\text{coNP}^{\text{dt}}(f_w)$ by analysing the 0-input $\vec{0}$. We start by highlighting a special property of the gadget that is afforded by our choice of $w$. The property states that to certify—on input $\vec{0}$—that none of a set of $\ell$ pointers appear as the output of $g_w$, one needs to make at least $\ell$ queries to the input variables.

**Claim 3.6.** Let $S \subseteq [k]$. The certificate complexity of 
\( g_w(\vec{0}) \notin S \) is at least $|S|$.

**Proof.** To certify 
\( g_w(\vec{0}) \notin S \) it is necessary to certify 
\( g_w(\vec{0}) \neq i \) where $i$ is the largest number in $S$. But this latter task needs certificates of size $w(i) = i \geq |S|$ by $(P1)$. \hfill \Box

Our special property actually holds more generally across all the $n$ gadgets. This generalised property states that to certify—on input $\vec{0}$—that none of a set of $\ell$ pointers (possibly associated with different nodes of $H$) appear in the output of the $n$ gadgets $g^n_w$, one needs to make at least $\ell$ queries to the input variables of $g^n_w$. To state this more precisely, write $G := g^n_w$ and let $G_v(\cdot)$ denote the output of the gadget corresponding to node $v \in V(H)$.

**Claim 3.7.** For each $v$ let $S_v \subseteq [k]$. The certificate complexity of 
\( \forall v: G_v(\vec{0}) \notin S_v \) is at least $\sum_v |S_v|$.

**Proof.** Claim 3.6 proves this for each fixed $v$, but since the gadgets are defined on disjoint sets of variables, the individual certificate complexities sum up. \hfill \Box

Finally, the lower bound follows from the fact that any certificate for 
\( f_w(\vec{0}) = 0 \) must certify that each edge $e \in E(H)$ lacks at least one pointer. This is $n = k^2 - k + 1$ pointers (and hence queries) in total.

### 3.5 Recursive composition

In this section we prove Theorem 3.3, restated below for convenience. In short, our idea is to recursively compose the example of Section 3.4.

**Theorem 3.3.** There is an $f$ such that $\text{coNP}^{\text{dt}}(f) \geq \text{UP}^{\text{dt}}(f)^\alpha$ where $\alpha > 1.128$ is a constant.

**Conventions.** In what follows, we will consider pairs $(f, w)$ where $f: (\{0\} \cup \Sigma)^n \rightarrow \{0, 1\}$ is a function and $w: \Sigma \rightarrow \mathbb{N}$ assigns weights to the inputs of $f$. We also define $f_w := f \circ g^n_w$ as before. A $0$-avoiding $\text{UP}^{\text{dt}}$ decision tree for $f$ is one whose certificates contain only values from $\Sigma$ (i.e., not 0). More generally, a $0$-avoiding $\text{UP}^{\text{dt}}$ decision tree for a weighted function $f_w$ is a composition of a 0-avoiding $\text{UP}^{\text{dt}}$ decision tree for $f$ and a deterministic decision tree for the $g_w$’s; here a decision tree for $g_w$ can—and indeed sometimes must—read 0’s from the inputs. We let $\text{UP}^{\text{dt}}_c(f_w)$ stand for the minimum cost of a 0-avoiding $\text{UP}^{\text{dt}}$ decision tree for $f_w$. 

Overview. Given a pair \((f, w)\), we construct a new pair \((f', w')\) with the following properties. (Here \(k\) is again a parameter, chosen later, such that \(k - 1\) is a prime power.)

\[(A1)\] Unambiguous complexity: \(\text{UP}^\dt_\bullet(f') \leq k(k + 1)/2 \cdot \text{UP}^\dt_\bullet(fw)\).

\[(A2)\] Conondeterministic complexity: \(\text{coNP}^\dt_\bullet(f') \geq (k^2 - k + 1) \cdot \text{coNP}^\dt_\bullet(fw)\).

We proceed in two steps. In the first step (Section 3.5.1), we transform \((f, w)\) into a pair \((\hat{f}, \hat{w})\) where \(\hat{f}\) is a multi-valued function outputting values in \(\{0\} \cup [k]\). The key property is the following:

If \(f_w\) exhibits a gap between unambiguously certifying “\(f_w(\cdot) = 1\)” vs. nondeterministically certifying “\(f_w(\vec{0}) = 0\)” for all \(i \in [k]\), \(\hat{f}\) exhibits the same gap between unambiguously certifying “\(\hat{f}_w(\cdot) = i\)” vs. nondeterministically certifying “\(\hat{f}_w(\vec{0}) \neq i\)”.

In the second step (Section 3.5.2), we begin thinking of \(\hat{f}_w\) as a gadget outputting pointer values: we plug several copies of \(\hat{f}_w\) as inputs to the projective plane example of Section 3.4. This will amplify the \(\text{UP}^\dt\) vs. \(\text{coNP}^\dt\) gap further and give us \((f', w')\).

From this construction it is easy to derive Theorem 3.3 (Section 3.5.3).

3.5.1 First step: Multi-valued outputs

From \(f: (\{0\} \cup \Sigma)^N \to \{0, 1\}\) we will construct \(\hat{f}: (\{0\} \cup \Sigma \times [k])^N \to \{0\} \cup [k]\). For notation, let \(\pi_1: \Sigma \times [k] \to \Sigma\) and \(\pi_2: \Sigma \times [k] \to [k]\) denote the natural projection maps, and extend \(\pi_1(0) = \pi_2(0) = 0\) for convenience. For \(x \in (\{0\} \cup \Sigma \times [k])^N\) we write \(\pi_1(x)\) and \(\pi_2(x)\) for the coordinate-wise application of \(\pi_1\) and \(\pi_2\) to \(x\).

Definition of \((\hat{f}, \hat{w})\). Fix some optimal 0-avoiding \(\text{UP}^\dt\) decision tree \(T\) for \(f\). We define \(\hat{f}\) on input \(x \in (\{0\} \cup \Sigma \times [k])^N\) as follows: If \(f(\pi_1(x)) = 0\), output 0. Otherwise consider the unique certificate of \(T\) that accepts \(\pi_1(x)\). This certificate reads some subset \(S \subseteq [N]\) of inputs, where \(x_j \neq 0\) for all \(j \in S\), since \(T\) is 0-avoiding. If there is an \(i \in [k]\) such that \(\pi_2(x_j) = i\) for all \(j \in S\), then output \(i\); otherwise output 0.

The input weights \(\hat{w}: \Sigma \times [k] \to \mathbb{N}\) are defined by \(\hat{w}(\sigma, i) := w(\sigma) \cdot i\).

Analysis. We claim that \((\hat{f}, \hat{w})\) satisfies the following.

\[(B1)\] There is a 0-avoiding \(\text{UP}^\dt\) decision tree for “\(\hat{f}_w(\cdot) = i\)” with cost \(i \cdot \text{UP}^\dt_\bullet(fw)\).

\[(B2)\] The certificate complexity of “\(\hat{f}_w(\vec{0}) \neq i\)” is at least \(i \cdot \text{coNP}^\dt_\bullet(fw)\).
Therefore the certificate complexities of \( \hat{f}_w(\cdot) \neq i \) are the same. (Here we abused notation by identifying the alphabets of \( \hat{f}_w \) and \( f_{\hat{w}} \) according to the isomorphism.) But \( \hat{w} \) is nothing but \( w \) scaled by a factor of \( i \) (on the relevant alphabet \( \Sigma \times \{i\} \)), so by (P2) the certificate complexity of \( f_{\hat{w}}(\vec{0}) = 0 \) is \( i \) times that of \( f_w(\vec{0}) = 0 \), namely \( i \cdot \text{coNP}^{dt}_*(f_w) \).

### 3.5.2 Second step: Composition with a projective plane

Take a \( k \)-uniform projective plane hypergraph \( H \) as in Section 3.4 and let its associated unweighted function be \( h: ([0] \cup [k])^n \to \{0,1\} \) where \( n = k^2 - k + 1 \). We define \( f' := h \circ \hat{f}^n \) together with the old weights \( w' := \hat{w} \) (so \( f'_{w'} := h \circ \hat{f}^n_{w'} \)). We claim that \( (f', w') \) satisfies (A1) and (A2).

(A1) holds: We do the natural thing: The 0-avoiding \( \text{UP}^{dt} \) decision tree for \( f'_{w'} \) has a certificate for every edge \( e \in E(H) \) that, for every \( i \in [k] \), recursively checks that the \( i \)-th node incident to \( e \) points to \( e \). The \( i \)-th recursive check involves certifying \( \hat{f}_{\hat{w}}(\cdot) = i \), which we can do in a 0-avoiding manner using (B1). This has total cost \( \sum_{i \in [k]} i \cdot \text{UP}^{dt}_*(f_w) = k(k+1)/2 \cdot \text{UP}^{dt}_*(f_w) \), as desired.

(A2) holds: We now begin thinking of the \( \hat{f}_{\hat{w}} \)'s as “gadgets”. Under this nomenclature, we can simply repeat the argument from Section 3.4 verbatim. Indeed, our special property in the case of a single gadget now states the following: to certify—on input \( \vec{0} \)—that none of a set of \( \ell \) pointers appear as the output of \( \hat{f}_{\hat{w}} \), one needs to make at least \( \ell \cdot \text{coNP}^{dt}_*(f_w) \) queries to the inputs of \( \hat{f}_{\hat{w}} \).

**Claim 3.8.** Let \( S \subseteq [k] \). The certificate complexity of \( \hat{f}_{\hat{w}}(\vec{0}) \not\in S \) is at least \( |S| \cdot \text{coNP}^{dt}_*(f_w) \).

**Proof.** To certify \( \hat{f}_{\hat{w}}(\vec{0}) \not\in S \) it is necessary to certify \( \hat{f}_{\hat{w}}(\vec{0}) \neq i \) where \( i \) is the largest number in \( S \). But this latter task needs certificates of size \( i \cdot \text{coNP}^{dt}_*(f_w) \geq |S| \cdot \text{coNP}^{dt}_*(f_w) \) by (B2). \( \square \)

As before, because the \( n \) gadgets \( \hat{f}_{\hat{w}}^n \) are fed disjoint sets of variables, a more general property holds: to certify—on input \( \vec{0} \)—that none of a set of \( \ell \) pointers (possibly associated with different nodes of \( H \)) appear in the output of the \( n \) gadgets \( \hat{f}_{\hat{w}}^n \), one needs to make at least \( \ell \cdot \text{coNP}^{dt}_*(f_w) \) queries to the input variables of \( \hat{f}_{\hat{w}}^n \). To state this more precisely, write \( G := \hat{f}_{\hat{w}}^n \) and let \( G_v(\cdot) \) denote the output of the gadget corresponding to node \( v \in V(H) \).
Claim 3.9. For each $v$ let $S_v \subseteq [k]$. The certificate complexity of \( \forall v : G_v(\vec{0}) \notin S_v \) is at least \( \sum_v |S_v| \cdot \coNP^{dt}(f_w) \).

Proof. Claim 3.8 proves this for each fixed $v$, but since the gadgets are defined on disjoint sets of variables, the individual certificate complexities sum up. \( \square \)

Finally, the lower bound follows from the fact that any certificate for \( f'_w(\vec{0}) = 0 \) must certify that each edge $e \in E(H)$ lacks at least one pointer. This is $n = k^2 - k + 1$ pointers that require \( (k^2 - k + 1) \cdot \coNP^{dt}(f_w) \) queries in total.

### 3.5.3 Putting everything together

Define a sequence of pairs \( (f^i, w^i) \) as follows: Initially, \( f^0 : \{0,1\} \to \{0,1\} \) is the identity function and \( w^0(1) := 1 \). Clearly the \( \UP^{dt} \) and \( \coNP^{dt} \) complexities for \( f^0 \) are both 1. Recursively define \( (f^{i+1}, w^{i+1}) \) as the “primed” versions of \( f^i, w^i \).

By inspecting the construction, we have the following properties.

- Number of inputs to \( f^i \) is \( (k^2 - k + 1)^i \).
- Maximum weight of \( w^i \) is \( k^i \).
- Therefore, the number of inputs to \( f^i_w \) is \( n := (k^3 - k^2 + k)^i \).
- Input alphabet \( \{0\} \cup \Sigma \) of \( f^i_w \) has size \( |\{0\} \cup \Sigma| = 1 + k^i \).
- \((A1)\) implies: \( \UP^{dt}(f^i_w) \leq (k(k + 1)/2)^i \).
- \((A2)\) implies: \( \coNP^{dt}(f^i_w) \geq (k^2 - k + 1)^i \).

The last two items say that \( \coNP^{dt}(f^i_w) \geq \UP^{dt}(f^i_w) \beta \) for \( \beta := \log(k^2 - k + 1)/\log(k(k + 1)/2) \). This is maximised at \( k = 8 \) (among \( k \) such that \( k - 1 \) is a prime power), which yields \( \beta = \log_{36} 57 > 1.128 \).

As a final step, we need to replace the input alphabet of \( f^i_w \) with a binary encoding. The above parameters reveal that \( \log |\{0\} \cup \Sigma| \leq O(\log n) \) while our estimates for both \( \coNP^{dt}(f^i_w) \) and \( \UP^{dt}(f^i_w) \) are \( n^{\Theta(1)} \). Hence the loose bounds (3.3) give us the gap in Theorem 3.3 for any \( \alpha < \beta \).
Chapter 4

Deterministic Communication vs. Partition Number

Overview. In this chapter we show that deterministic communication complexity can be superlogarithmic in the partition number of the associated communication matrix. We also obtain near-optimal deterministic lower bounds for the Clique vs. Independent Set problem, which in particular yields new lower bounds for the log-rank conjecture. All these results follow from a simple adaptation of a communication-to-query simulation theorem of Raz and McKenzie [RM99] together with lower bounds for the analogous query complexity questions. This chapter is based on the following publication:


4.1 Introduction

The partition number of a two-party function $F: \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\}$ is defined by

$$\chi(F) := \chi_1(F) + \chi_0(F)$$

where $\chi_i(F)$ is the least number of rectangles (sets of the form $A \times B$ where $A \subseteq \mathcal{X}$, $B \subseteq \mathcal{Y}$) needed to partition the set $F^{-1}(i)$. Yao [Yao79] observed that $\log \chi(F)$ is a lower bound on the deterministic communication complexity of $F$ and inquired about the exact relationship. For upper bounds, it is known that $O(\log^2 \chi(F))$ bits [AUY83], or even $O(\log^2 \chi_1(F))$ bits [Yan91], suffice.

Our results are as follows—here the notation $\tilde{\Omega}(m)$ hides factors polylogarithmic in $m$.

**Theorem 4.1.** There is an $F$ with deterministic communication complexity $\tilde{\Omega}(\log^{1.5} \chi(F))$. 
\textbf{Theorem 4.2.} There is an $F$ with deterministic communication complexity $\tilde{\Omega}(\log^2 \chi_1(F))$.

\textbf{Theorem 4.1} implies that the logarithm of the partition number does not characterize (up to constant factors) deterministic communication complexity, which solves an old problem [KN97, Open Problem 2.10]. The previous best lower bound in this direction was about $2 \log \chi(F)$ due to Kushilevitz, Linial, and Ostrovsky [KLO99]. In this chapter, we show—maybe surprisingly—that superlogarithmic lower bounds can be obtained using known techniques!

\textbf{Theorem 4.2} is essentially tight in view of the upper bound $O(\log^2 \chi_1(F))$ mentioned above. In Chapter 3 we exhibited a different $F$ with conondeterministic communication complexity $\Omega(\log^{1.128} \chi_1(F))$; this is quantitatively weaker than \textbf{Theorem 4.2} and hence the two results are incomparable. The question about the relationship between $\log \chi_1(F)$ and deterministic communication complexity is sometimes referred to as the Clique vs. Independent Set problem; see [Juk12, §4.4] for an excellent overview. In particular, \textbf{Theorem 4.2} implies that there exists a graph on $n$ nodes for which the Clique vs. Independent Set problem (Alice is given a clique and Bob is given an independent set: do they intersect?) requires $\tilde{\Omega}(\log^2 n)$ communication. (The upper bound $O(\log^2 n)$ holds for all graphs.) \textbf{Theorem 4.2} also gives improved lower bounds for the log-rank conjecture [LS88] (see [Lov14] for a survey): Viewing rectangles as all-1 submatrices, we have $\chi_1(F) \geq \text{rank}(F)$ where the rank is over the reals. Hence \textbf{Theorem 4.2} implies a communication lower bound of $\tilde{\Omega}(\log^2 \text{rank}(F))$. The previous record was $\Omega(\log^{1.63} \text{rank}(F))$ due to Kushilevitz [Kus94].

\subsection{4.1.1 Our approach}

\textbf{Deterministic simulation.} We use tools that were introduced already in 1997 by Raz and McKenzie [RM99] (building on [EIRS01]). They proved a simulation theorem that converts a deterministic protocol for $F := f \circ g^n$ (where $f$ is arbitrary but the gadget $g$ is chosen carefully) into a deterministic decision tree for $f$. Unfortunately, their result was originally formulated only in case $f$ was a certain “structured” search problem (canonical search problem associated with a DNF tautology), and this is how their result has been applied subsequently [BEGJ00, Joh01]. However, we observe that, with minor modifications, their proof actually works without any assumptions on $f$. Such a simulation theorem (for functions $f$) was conjectured in [Dru09]. We provide (in Section 4.3) a self-contained and streamlined exposition (including some simplifications) of the following version of the Raz–McKenzie result—here $\text{P}^{cc}(F)$ denotes the deterministic communication complexity of $F$ and $\text{P}^{dt}(f)$ denotes the deterministic decision tree complexity of $f$.

\textbf{Theorem 4.3} (Simulation Theorem). There is a gadget $g: \mathcal{X} \times \mathcal{Y} \rightarrow \{0,1\}$ where the size of Alice’s input is $\log |\mathcal{X}| = \Theta(\log n)$ bits such that for all $f: \{0,1\}^n \rightarrow \{0,1\}$ we have

$$\text{P}^{cc}(f \circ g^n) = \text{P}^{dt}(f) \cdot \Theta(\log n).$$
The gadget in the above can be taken to be the usual indexing function \( g: [m] \times \{0, 1\}^m \rightarrow \{0, 1\} \) where \( m := \text{poly}(n) \) and \( g(x, y) := y_x \).

Nondeterministic models. Recall that a nondeterministic protocol (e.g., [KN97, Juk12]) is a protocol that is allowed to make guesses—an input is accepted iff there is at least one accepting computation. Combinatorially, a nondeterministic protocol for \( F \) of communication cost \( k \) can be visualized as a covering of the set \( F^{-1}(1) \) using at most \( 2^k \) (possibly overlapping) rectangles. Thus, the nondeterministic communication complexity of \( F \), denoted \( \text{NP}^{cc}(F) \), is just the logarithm of the least number of rectangles needed to cover \( F^{-1}(1) \). A nondeterministic protocol is unambiguous if for each input, there is at most one accepting computation. Combinatorially, this means that the associated rectangles covering \( F^{-1}(1) \) do not overlap. We use the notation \( \text{UP}^{cc}(F) := \lceil \log \chi_1(F) \rceil \), and also define \( \text{coUP}^{cc}(F) := \lceil \log \chi_0(F) \rceil \), and, using the shorthand \( 2\text{UP} := \text{UP} \cap \text{coUP} \), we define the two-sided measure \( 2\text{UP}^{cc}(F) := \lceil \log \chi(F) \rceil \in \max\{\text{UP}^{cc}(F), \text{coUP}^{cc}(F)\} \pm O(1) \).

Analogously, a nondeterministic decision tree (e.g., [Juk12, §14.2]) is a decision tree that is allowed to make guesses. Formally, we treat a nondeterministic decision tree for \( f \) as a collection of 1-certificates (accepting computations), that is, partial assignments to variables of \( f \) that force the output of the function to be 1; the cost is the maximum number of variables fixed by a partial assignment. In other words, a nondeterministic decision tree is just a DNF formula; the cost is the maximum width of its terms. We denote by \( \text{NP}^{dt}(f) \) the minimum cost of a nondeterministic decision tree for \( f \), that is, its DNF width. A nondeterministic decision tree is unambiguous if for each input, there is at most one accepting certificate. We denote by \( \text{UP}^{dt}(f) \) the minimum cost of an unambiguous decision tree for \( f \). We also let \( \text{coUP}^{dt}(f) := \text{UP}^{dt}(-f) \) and \( 2\text{UP}^{dt}(f) := \max\{\text{UP}^{dt}(f), \text{coUP}^{dt}(f)\} \).

Communication ↔ query. We can rephrase our communication results with the new notation.

**Theorem 4.1 (Rephrased).** There is an \( F \) such that \( \text{P}^{cc}(F) \geq \tilde{\Omega}(2\text{UP}^{cc}(F)^{1.5}) \).

**Theorem 4.2 (Rephrased).** There is an \( F \) such that \( \text{P}^{cc}(F) \geq \tilde{\Omega}(\text{UP}^{cc}(F)^2) \).

Our goal is to prove analogous query complexity separations (in Section 4.2):

**Theorem 4.4.** There is an \( f \) such that \( \text{P}^{dt}(f) \geq \tilde{\Omega}(2\text{UP}^{dt}(f)^{1.5}) \).

**Theorem 4.5.** There is an \( f \) such that \( \text{P}^{dt}(f) \geq \tilde{\Omega}(\text{UP}^{dt}(f)^2) \).

Theorems 4.1–4.2 can now be derived by simply applying Theorem 4.3 and the trivial fact that \( C^{cc}(f \circ g^n) \leq C^{dt}(f) \cdot O(\log n) \) for all \( C \in \{2\text{UP}, \text{UP}\} \). We only add that the functions in Theorems 4.4–4.5 will actually satisfy \( \text{P}^{dt}(f) = n^{\Theta(1)} \) and hence the factor \( \Theta(\log n) \) overhead that is introduced by the gadget gets hidden in our \( \tilde{\Omega} \)-notation.
A few comments about Theorems 4.4–4.5 are in order. Firstly, Savický [Sav02] and Belovs [Bel06] have previously exhibited a function with $P_{dt}(f) \geq \Omega(2\text{UP}_{dt}(f)^{1.261})$. This means that a quantitatively weaker (but still superlogarithmic) version of Theorem 4.1 follows already by combining the Savický–Belovs result with Theorem 4.3. Secondly, it is not hard to see that $\text{UP}_{dt}(f) \geq \deg(f)$ where $\deg(f)$ is the minimum degree of a multilinear real polynomial that agrees with $f$ on boolean inputs. (The communication analogue of this inequality, namely $\text{UP}_{cc}(F) \geq \log \text{rank}(F)$, was discussed above.) Consequently, Theorem 4.5 gives the largest known gap between $P_{dt}(f)$ and $\deg(f)$. The previous record was $P_{dt}(f) \geq \Omega(\deg(f)^{1.63})$ by Kushilevitz [Kus94], and the current best upper bound in this context is $P_{dt}(f) \leq O(\deg(f)^{3})$ for all $f$ by Midrijānis [Mid04].

4.2 Query Separations

In proving the query complexity separations it is convenient to work with functions $f : \Sigma^n \to \{0, 1\}$ that have a larger-than-boolean input alphabet $\Sigma$. For such functions the understanding is that it still costs one query for a decision tree to learn a particular input variable. At the end, we may always convert such an $f$ back to a boolean function $f \circ h^n$ where $h : \{0, 1\}^{\lceil \log |\Sigma| \rceil} \to \Sigma$ is some surjection. The following trivial bounds suffice for us:

$$C_{dt}(f) \leq C_{dt}(f \circ h^n) \leq C_{dt}(f) \cdot \lceil \log |\Sigma| \rceil, \quad \forall C \in \{P, 2\text{UP}, \text{UP}\}. \quad (4.1)$$

We start with the proof of Theorem 4.5 since the proof of Theorem 4.4 uses Theorem 4.5 (as a black box).

4.2.1 Proof of Theorem 4.5

Motivating example. Let $n := k^2$, and consider the function $f : \{0, 1\}^{k \times k} \to \{0, 1\}$ defined on boolean matrices $M \in \{0, 1\}^{k \times k}$ such that $f(M) = 1$ iff $M$ contains a unique all-1 column. We claim that

$$\text{NP}_{dt}(f) \leq 2k - 1,$$

$$\text{P}_{dt}(f) \geq k^2.$$

For the upper bound, consider 1-certificates that read the unique all-1 column and a single 0-entry from each of the other columns. (Note that this collection of certificates is not unambiguous!) For the lower bound, it suffices to give an adversary argument (see, e.g., [Juk12, §14]), that is, a strategy to answer queries made by a decision tree such that even after $k^2 - 1$ queries, the output of the function is not yet determined. Here is the strategy: Suppose the decision tree queries $M_{ij}$. If $M_{ij}$ is the last unqueried entry in the $j$-th column, answer $M_{ij} = 0$. Otherwise answer $M_{ij} = 1$. It is straightforward to check that this strategy forces the decision tree to query all of the entries.
Actual gap example. We modify the function described above with the goal of establishing

\[ \text{UP}^{dt}(f) \leq 2k - 1, \]
\[ \text{P}^{dt}(f) \geq k^2. \]

The modified function, which we still call \( f \), has input variables that take on values from the alphabet \( \Sigma := \{0, 1\} \times ([k] \times [k] \cup \{\bot\}) \). Here \([k] \times [k] \cup \{\bot\}\) is a set of pointer values, where we interpret an entry \( M_{ij} = (m_{ij}, p_{ij}) \in \Sigma \) as pointing to another entry \( M_{p_{ij}} \) given that \( p_{ij} \neq \bot \). If \( p_{ij} = \bot \) then we have a null pointer. We define the function \( f: \Sigma^{k \times k} \to \{0, 1\} \) by describing an unambiguous decision tree computing it. (We give an “algorithmic” definition rather than writing a list of certificates.)

*Unambiguous decision tree:* Nondeterministically guess a column index \( j \in [k] \). Read the entries \( M_{ij} = (m_{ij}, p_{ij}) \) for \( i \in [k] \) while checking that \( m_{ij} = 1 \) for all \( i \) and that \( p_{ij} \neq \bot \) for at least one \( i \). Let \( i \) be the first index for which \( p_{ij} \neq \bot \). Next, iteratively follow pointers for \( k - 1 \) steps starting at \((i_1, j_1) := p_{ij}\). Namely, at the \( s \)-th step, read \( M_{i_{s}, j_{s}} \) and if \( s \leq k - 2 \) then check that \( p_{i_{s}, j_{s}} \neq \bot \) and define \((i_{s+1}, j_{s+1}) := p_{i_{s}, j_{s}}\). Finally, check that the resulting sequence \((i_1, j_1), \ldots, (i_{k-1}, j_{k-1})\) visits all but the \( j \)-th column (i.e., \( \{j_1, \ldots, j_{k-1}\} = [k] \setminus \{j\} \)) and that \( m_{i_{s}, j_{s}} = 0 \) for all \( s \in [k - 1] \).

Thus the upper bound holds by construction. For the lower bound, we use the below strategy; here a query to an entry \( M_{ij} \) is called critical if \( M_{ij} \) is the last unqueried entry in its column.

*Adversary strategy:* Always answer queries with \((1, \bot)\) unless the query is critical.

On the first critical query, answer \((0, \bot)\). On subsequent critical queries, answer \((0, p)\) where \( p \in [k] \times [k] \) points to where the previous critical query took place.

The function value remains undetermined after \( k^2 - 1 \) queries, because we can answer the last \((k^2-1)\)-th query with \((0, \bot)\) to make the function evaluate to 0, or with \((1, p)\), where \( p \) is as above, to make the function evaluate to 1. This proves \( \text{P}^{dt}(f) \geq \Omega(\text{UP}^{dt}(f)^2) \) for a function with a non-boolean alphabet. If we convert \( f \) into a boolean function \( f' := f \circ h^n \) (where \( n := k^2 \)) as in (4.1) we end up with the claimed gap \( \text{P}^{dt}(f') \geq \tilde{\Omega}(\text{UP}^{dt}(f')^2) \) since the conversion introduces only some \( \lceil \log |\Sigma| \rceil = \Theta(\log n) \) factors.

4.2.2 Proof of Theorem 4.4

Let \( g \) be given by Theorem 4.5 such that \( \text{P}^{dt}(g) = \tilde{O}(q^2) \) where \( q := \text{UP}^{dt}(g) \). We define \( f := \text{AND} \circ g^q \), that is, \( f(z_1, \ldots, z_q) = 1 \) iff \( g(z_i) = 1 \) for all \( i \in [q] \). We claim that

\[ 2\text{UP}^{dt}(f) \leq \tilde{O}(q^2), \]
\[ \text{P}^{dt}(f) \geq \tilde{\Omega}(q^3). \]
For the upper bound, an unambiguous certificate for an input $z$ will contain unambiguous 1-certificate for $g(z_i) = 1$ for all $i \in [\ell-1]$ where $\ell$ is the least index such that $g(z_\ell) = 0$, or $\ell := q+1$ if no such index exists. If $\ell \leq q$ we also include an unambiguous 0-certificate for $g(z_\ell) = 0$ that just mimics the execution of an optimal decision tree for $g$ on input $z_\ell$. In other words, we use the fact that $\text{coUP}^\text{dt}(g) \leq \text{P}^\text{dt}(g)$. The cost is at most $(\ell - 1) \cdot \text{UP}^\text{dt}(g) + \text{P}^\text{dt}(g) \leq \tilde{O}(q^2)$. For the lower bound, we have $\text{P}^\text{dt}(\text{AND} \circ g^q) = \text{P}^\text{dt}(\text{AND}) \cdot \text{P}^\text{dt}(g) = q \cdot \tilde{\Theta}(q^2) = \tilde{\Theta}(q^3)$ by the basic fact (e.g., [Sav02, Lemma 3.2]) that $\text{P}^\text{dt}$ behaves multiplicatively with respect to composition.

### 4.3 Raz–McKenzie Simulation

The goal of this section is to give a self-contained, streamlined, and somewhat simplified proof of the Simulation Theorem that works without any assumptions on the outer function $f : \{0, 1\}^N \to \{0, 1\}$. (Here we use $N$ for the input length instead of $n$, which we reserve for later use.) In fact, $f$ can be taken to be anything: a partial function, a search problem (a general relation), or have a non-boolean codomain. However, we stick with the boolean function case for concreteness.

The gadget $g : [m] \times \{0, 1\}^m \to \{0, 1\}$, where $m := N^{20}$, is chosen to be the indexing function defined by $g(x, y) := y_x$. Recall that for the composed function $F := f \circ g^N$, Alice's input is $x := (x_1, \ldots, x_N) \in [m]^N$ and Bob's input is $y := (y_1, \ldots, y_N) \in (\{0, 1\}^m)^N$. We denote by $z_i := g(x_i, y_i)$ the $i$-th input bit of $f$ so that $F(x, y) := f(z_1, \ldots, z_N)$.

We prove the nontrivial part of the Simulation Theorem, namely the lower bound

$$\text{P}^\text{cc}(f \circ g^N) \geq \text{P}^\text{dt}(f) \cdot \Omega(\log m).$$

#### 4.3.1 High-level overview

Once and for all, we fix a deterministic protocol for $F := f \circ g^N$ of communication cost $k \leq o(N \cdot \log m)$. The basic strategy is to use the protocol to build a decision tree of cost $O(k / \log m)$ for evaluating the outer function $f$ on an unknown input $z \in \{0, 1\}^N$. The simulation algorithm proceeds in iterations, where in each iteration we either descend one level in the communication protocol tree (by making the protocol send a bit), or descend one level in the decision tree (by querying a bit of $z$). To show the simulation is correct, we maintain invariants ensuring that when we reach a leaf in the protocol tree, the value it outputs must be the correct value of $f(z)$ (hence we can make the current node in the decision tree a leaf). To show the simulation is efficient, we use a potential function argument showing that in each “communication iteration” the potential increases by at most $O(1)$, and in each “query iteration” the potential decreases by at least $\Omega(\log m)$, and hence the number of query iterations is at most $O(k / \log m)$ since there are at most $k$ communication iterations.
In a little more detail, let  $R_v$ denote the rectangle associated with the current node $v$ in the communication protocol tree. The simulation maintains a “cleaned up” subrectangle $A \times B \subseteq R_v$ with the property that the set of all outputs of $g^N$ over points in $A \times B$ is exactly the set of all possible $z$’s that are consistent with the results of the queries made so far. This ensures the correctness when we reach a leaf. The analysis has two key lemmas: the Thickness Lemma helps us update $A \times B$ in a communication iteration, and the Projection Lemma helps us update $A \times B$ in a query iteration.

To determine which type of iteration should be next, we examine, for each unqueried coordinate, how predictable it is (in some sense) from the values of the other unqueried coordinates of $g^N$ within $A \times B$. If no coordinate is too predictable, then it is “safe” to have a communication iteration; the protocol partitions the rectangle $R_v$ into two sides, and we restrict to the side that is “bigger” (from the perspective of the unqueried coordinates), then use the Thickness Lemma to do some further clean-up that restores our invariants. On the other hand, if say the $i$-th coordinate is too predictable from the others, then its value (within $A \times B$) is in danger of becoming a function of the values of the other coordinates (which would violate our invariants). In this case, we query $z_i$ while we are still able to accommodate either possible value for it (which might become impossible if we delayed querying $z_i$), and the Projection Lemma allows us to clean up $A \times B$ and restore our invariants.

We describe our notation and state the two key lemmas in Section 4.3.2. Then we describe the simulation algorithm itself in Section 4.3.3 and analyze it in Section 4.3.4. Finally, we provide the proofs of the two key lemmas in Section 4.3.5 and Section 4.3.6.

### 4.3.2 Notation and lemmas

For a node $v$ in the communication protocol tree, let $R_v := X^v \times Y^v$ denote its associated rectangle, let $X^{v,b} \subseteq X^v$ be the set of Alice’s inputs on which the bit $b$ would be sent (if Alice sends), and let $Y^{v,b} \subseteq Y^v$ be the set of Bob’s inputs on which the bit $b$ would be sent (if Bob sends).

Supposing $A \subseteq [m]^n$ and $B \subseteq \{0, 1\}^m$ for some $n \leq N$, we make the following definitions.

- **Size of sets:** Let $\alpha(A)$ be such that $|A| = 2^{-\alpha(A)} \cdot |[m]^n|$, and let $\beta(B)$ be such that $|B| = 2^{-\beta(B)} \cdot |\{0, 1\}^m|$ (assuming $|A|, |B| > 0$).

- **Projections:** If $I \subseteq [n]$ then let $A_I := \{(x_i)_{i \in I} : (x_1, \ldots, x_n) \in A \text{ for some } (x_j)_{j \in [n] \setminus I}\} \subseteq [m]^{|I|}$ be the projection of $A$ onto the coordinates in $I$, and similarly $B_I := \{(y_i)_{i \in I} : (y_1, \ldots, y_n) \in B \text{ for some } (y_j)_{j \in [n] \setminus I}\} \subseteq \{0, 1\}^{|m|^{|I|}}$.

- **Pruning:** If $U \subseteq [m], V \subseteq \{0, 1\}^m$, and $i \in [n]$, then let $A^{i,U} := \{x \in A : x_i \in U\}$ and $B^{i,V} := \{y \in B : y_i \in V\}$.

- **Auxiliary graph:** If $i \in [n]$ then let $\text{Graph}_i(A)$ be the bipartite graph defined as follows. The left nodes are $[m]$, the right nodes are $[m]^{n-1}$, and each tuple $x := (x_1, \ldots, x_n) \in A$ is viewed as an edge between the left node $x_i$ and the right node $(x_1, \ldots, x_{i-1}, x_{i+1}, \ldots, x_n)$.
Note that $A_{[n]\setminus\{i\}}$ is the set of nonzero-degree right nodes.

- **Average/minimum degree:** Let $\text{AvgDeg}_i(A) := |A|/|A_{[n]\setminus\{i\}}|$ and $\text{MinDeg}_i(A)$ be, respectively, the average and minimum degrees of a nonzero-degree right node in $\text{Graph}_i(A)$.

- **Thickness:** We say $A$ is thick iff $\text{MinDeg}_i(A) \geq m^{17/20}$ for all $i \in [n]$.

The following lemma is helpful for when we need to let the communication protocol send a bit.

**Lemma 4.6 (Thickness Lemma).** If $n \geq 2$ and $A \subseteq [m]^n$ is such that $\text{AvgDeg}_i(A) \geq d$ for all $i \in [n]$, then there exists an $A' \subseteq A$ such that

1. $\text{MinDeg}_i(A') \geq d/2n$ for all $i \in [n]$,
2. $\alpha(A') \leq \alpha(A) + 1$.

The following lemma is helpful for when we need to have the decision tree query a bit.

**Lemma 4.7 (Projection Lemma).** Suppose $n \geq 2$, $A \subseteq [m]^n$ is thick, and $B \subseteq ([0,1]^m)^n$ is such that $\beta(B) \leq m^{2/20}$. Then for every $i \in [n]$ and every $b \in \{0,1\}$ there exists a $b$-monochromatic rectangle $U \times V \subseteq [m] \times \{0,1\}^m$ in $g$ such that

1. $A_{[n]\setminus\{i\}}^{i,U}$ is thick,
2. $\alpha(A_{[n]\setminus\{i\}}^{i,U}) \leq \alpha(A) - \log m + \log \text{AvgDeg}_i(A),$
3. $\beta(B_{[n]\setminus\{i\}}^{i,V}) \leq \beta(B) + 1$.

### 4.3.3 Description of the simulation algorithm

The Simulation Theorem is witnessed by Algorithm 1, which is a decision tree for $f$ that employs the hypothesized communication protocol for $F$. Algorithm 1 uses the following variables: $v$ is a node in the communication protocol tree, $I \subseteq [N]$ is the set of unqueried coordinates, $A \subseteq [m]^N$ is a set of inputs to Alice, and $B \subseteq ([0,1]^m)^N$ is a set of inputs to Bob. We now exposit what Algorithm 1 is doing, with reference to the high-level overview in Section 4.3.1.

On input $z \in \{0,1\}^N$, the node variable $v$ traces a root-to-leaf path (of length at most $k$) in the protocol tree, which is used to determine which $z_i$ bits to query, and when. The set $A \times B$ is the “cleaned up” subrectangle of $R_v$ (so we maintain $A \subseteq X^v$ and $B \subseteq Y^v$). We maintain the invariant that every $(x,y) \in A \times B$ is consistent with the results of the queries made so far (i.e., $g^N(x, y)$ agrees with $z$ on queried coordinates), or in other words, $A_{\{i\}} \times B_{\{i\}}$ is $z_i$-monochromatic in $g$ for $i \in [N] \setminus I$. Thus we never need to worry about any coordinate that has previously been queried. The interesting structure in the sets $A$ and $B$ is what they look like on the unqueried coordinates, i.e., the projections $A_I$ and $B_I$. Since all $2^{|I|}$ settings of the unqueried bits of $z$ remain possible, we must maintain that all these settings are indeed possible outcomes of $g^{|I|}$ on points in $A_I \times B_I$. In fact we maintain a stronger property that turns out to entail this, namely that $A_I$ is thick ($\text{MinDeg}_i(A_I) \geq m^{17/20}$ for every $i \in I$) and
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Algorithm 1: Simulation algorithm for Theorem 4.3

Input: $z \in \{0,1\}^N$
Output: $f(z)$
1 initialize $v = \text{root}$, $I = [N]$, $A = [m]^N$, $B = ([0,1]^m)^N$
2 while $v$ is not a leaf do
3     if $\text{AvgDeg}(A_I) \geq m^{10/20}$ for all $i \in I$ then
4         let $v_0, v_1$ be the children of $v$
5         if Alice sends a bit at $v$ then
6             let $b \in \{0,1\}$ be such that $\alpha((A \cap X^{v,b})_I) \leq \alpha(A_I) + 1$
7             let $A' \subseteq (A \cap X^{v,b})_I$ be such that
8                 (1) $A'$ is thick
9                 (2) $\alpha(A') \leq \alpha((A \cap X^{v,b})_I) + 1$
10                update $A = \{x \in A \cap X^{v,b} : (x_i)_{i \in I} \in A'\}$ and $v = v_b$ (so now $A_I = A'$)
11         else if Bob sends a bit at $v$ then
12             let $b \in \{0,1\}$ be such that $\beta((B \cap Y^{v,b})_I) \leq \beta(B_I) + 1$
13             update $B = B \cap Y^{v,b}$ and $v = v_b$
14         end
15     else if $\text{AvgDeg}(A_I) < m^{10/20}$ for some $i \in I$ then
16         query $z_i$
17         let $U \times V \subseteq [m] \times \{0,1\}^m$ be a $z_i$-monochromatic rectangle of $g$ such that
18             (1) $A_{I \setminus \{i\}}^U$ is thick
19             (2) $\alpha(A_{I \setminus \{i\}}^U) \leq \alpha(A_I) - (\log m)/20$
20             (3) $\beta(B_{I \setminus \{i\}}^V) \leq \beta(B_I) + 1$
21         update $A = A_{I \setminus \{i\}}^U$, $B = B_{I \setminus \{i\}}^V$, and $I = I \setminus \{i\}$
22     end
23 output the same value that $v$ does

$B_I$ is “large” (as measured by $\beta(B_I)$). The potential function is $\alpha(A_I)$; i.e., we look at the set of all projections of elements of $A$ to the unqueried coordinates, and we consider how large this set is compared to its domain $[m]^{|I|}$. Smaller potential corresponds to a larger set.

We caution that the sets $A$ and $B$ in the statements of the Thickness Lemma and Projection Lemma will not be the $A \subseteq [m]^N$ and $B \subseteq ([0,1]^m)^N$ maintained by the algorithm, but rather will be subsets of the projected spaces $([m]^N)_I = [m]^n$ and $(([0,1]^m)^N)_I = ([0,1]^m)^n$, where $n$ is the size of $I$.

Lines 2–23 are the main loop, with each iteration being either a “communication iteration” (if line 3 holds) in which we update $v, A, B$, or a “query iteration” (if line 15 holds) in which we update $I, A, B$. The type of iteration is determined by $\min_{i \in I} \text{AvgDeg}(A_I)$, which is our measure of how much of the unqueried coordinates are unpredictable from each other within $A \times B$.

In a communication iteration, there are two subcases depending on whether it is Alice’s turn...
(line 5) or Bob’s turn (line 11) to communicate. In either subcase, the bit of communication partitions $R_v$ (and hence $A \times B$) into two sides, and we restrict our attention to the “bigger” side (lines 6 and 12) by having the communication protocol “send” the corresponding bit. Here, “bigger” is actually in terms of the projections $A_I$ and $B_I$. This ensures the potential does not increase too much if Alice sends, and $B_I$ stays large enough if Bob sends. However, if Alice sends, then the restriction to the bigger side may destroy the thickness invariant, and the Thickness Lemma is used (lines 7–9) to repair this.

In a query iteration, we have the decision tree query a bit $z_i$ for which $\text{AvgDeg}_i(A_I)$ is too small (line 16). Then we can use the Projection Lemma (lines 17–20) to restrict $A \times B$ to a subrectangle on which the $i$-th output bit of $g^N$ is fixed to $z_i$ (for either possible value of $z_i \in \{0, 1\}$); this exploits the fact that $\text{MinDeg}_i(A_I)$ is large by the thickness invariant. Furthermore, the fact that $\text{AvgDeg}_i(A_I)$ is small allows us to ensure a $\Omega(\log m)$ decrease in potential (i.e., the density of $A_I$ increases). (Although the absolute size of $A_I$ decreases, recall that the measure $\alpha(A_I)$ is relative to the current set $I$; by fixing the $i$-th coordinate, $I$ becomes $I \setminus \{i\}$, and since we fixed a coordinate of small average degree, the density projected to $I \setminus \{i\}$ will increase a lot.)

4.3.4 Analysis of the simulation algorithm

We now formally argue that Algorithm 1 witnesses the Simulation Theorem (assuming the Thickness Lemma and the Projection Lemma). Assuming lines 7–9 and 17–20 always succeed (which we argue below), in each iteration one of the following three cases occurs.

- If lines 3 and 5 hold, then $\alpha(A_I)$ increases by $\leq 2$ and $\beta(B_I)$ stays the same.
- If lines 3 and 11 hold, then $\alpha(A_I)$ stays the same and $\beta(B_I)$ increases by $\leq 1$.
- If line 15 holds, then $\alpha(A_I)$ decreases by $\geq (\log m)/20$ and $\beta(B_I)$ increases by $\leq 1$.

Since there are at most $k$ iterations in which line 3 holds, and since $\alpha(A_I)$ is initially 0 and always nonnegative, it follows that there are at most $40k/\log m$ iterations in which line 15 holds, and hence the decision tree makes at most $40k/\log m$ queries. Moreover, since there are at most $k + 40k/\log m \leq m^{2/20}$ iterations, and $\beta(B_I)$ is initially 0, at all times we have $\beta(B_I) \leq m^{2/20}$.

Claim 4.8. Lines 7–9 and 17–20 always succeed, and the following loop invariants are maintained.

(i) $A_I$ is thick.
(ii) $A \times B \subseteq R_v$.
(iii) $g(x_i, y_i) = z_i$ for all $(x, y) \in A \times B$ and all $i \in [N] \setminus I$.

Proof. The invariants trivially hold initially. Now assume they hold at the beginning of an iteration.

Suppose lines 3 and 5 hold. For all $i \in I$, we have $\text{AvgDeg}_i((A \cap X^{v,b})_I) = \left|(A \cap X^{v,b})_I \right| / \left|(A \cap X^{v,b})_{I \setminus \{i\}} \right| \geq (|A_I|/2) / |A_{I \setminus \{i\}}| = \text{AvgDeg}_i(A_I)/2 \geq m^{19/20}/2$. Thus we may apply the Thickness Lemma with $(A \cap X^{v,b})_I$ (in place of $A$ in the lemma), $I$ identified with $[n]$, and $d := m^{19/20}/2$.
(noting that \(d/2n \geq m^{19/20}/4m^{1/20} \geq m^{17/20}\)) to conclude that lines 7–9 succeed, and hence (i) is maintained. Also, (ii) is maintained by line 10. If lines 3 and 11 hold, then (i) is trivially maintained and (ii) is maintained by line 13. Supposing line 3 holds, in either case (iii) is maintained since the new \(A \times B\) is a subset of the old \(A \times B\) and \(I\) is unchanged.

Now suppose line 15 holds. Since (i) holds and \(\beta(B_I) \leq m^{2/20}\), we may apply the Projection Lemma with \(A_I\) and \(B_I\) (in place of \(A\) and \(B\) in the lemma), \(I\) identified with \([n]\), and \(b := z_i\) (noting that \(-\log m + \log \text{AvgDeg}_i(A_I) \leq -(\log m)/20\)) to conclude that lines 17–20 succeed, and hence (i) is maintained. The new \(A \times B\) is a subset of the old \(A \times B\); therefore, (ii) is maintained since \(v\) is unchanged, and (iii) is maintained since \(U \times V\) is \(z_i\)-monochromatic in \(g\).

Let \(v\) be the leaf reached at termination. We claim that there exists an \((x, y) \in R_v\) such that \(g^N(x, y) = z\), and hence the algorithm indeed outputs \(f(z) = F(x, y)\). Imagine that instead of terminating, the algorithm continues by executing lines 16–21 repeatedly, once for each remaining coordinate \(i \in I\) in arbitrary order until only one coordinate remains unqueried—except that we ignore condition (2) (line 19). In this “extended” execution there are a total of \(k + N - 1 \leq m^{2/20}\) iterations, so we have \(\beta(B_I) \leq m^{2/20}\) at all times, and thus as in the proof of Claim 4.8, the application of the Projection Lemma always succeeds and invariants (i), (ii), (iii) are maintained.

Consider the state (i.e., \(v, I, A, B\)) at the end of this extended execution. Then \(I\) is a singleton, say \([1]\), and \(|A_{[1]}| = \text{MinDeg}_1(A_{[1]}) \geq m^{17/20}\) by (i), and \(|B_{[1]}| \geq 2^{-m^{2/20}} \cdot 2^m = 2^{m-m^{2/20}}\).

Hence \(A_{[1]} \times B_{[1]}\) is not monochromatic in \(g\), since the largest monochromatic rectangle with rows \(A_{[1]}\) has at most \(2^m - |A_{[1]}| < |B_{[1]}|\) columns. Pick an \((x_1, y_1) \in A_{[1]} \times B_{[1]}\) such that \(g(x_1, y_1) = z_i\), and pick an \((x, y) \in A \times B\) with this value of \((x_1, y_1)\). By (ii) we have \((x, y) \in R_v\), and by (iii) we also have \(g(x_i, y_i) = z_i\) for all \(i \in [N] \setminus \{1\}\), and thus \(g^N(x, y) = z\). The correctness is established.

### 4.3.5 Proof of the Thickness Lemma

The Thickness Lemma is witnessed by Algorithm 2, which constructs a sequence \(A = A^0 \supseteq A^1 \supseteq A^2 \supseteq \cdots\) that converges to the desired set \(A'\).

#### Algorithm 2: Algorithm for Lemma 4.6

```plaintext
1 let \(A^0 := A\)
2 for \(j = 0, 1, 2, \ldots\) do
3     if \(\text{MinDeg}_i(A^j) \geq d/2n\) for all \(i \in [n]\) then stop and output \(A' := A^j\)
4     let \(i\) be such that \(\text{MinDeg}_i(A^j) < d/2n\), and assume \(i = 1\) for convenience of notation
5     let \(x_2^*, \ldots, x_n^*\) be a non-zero-degree right node in \(\text{Graph}_1(A^j)\) with degree \(< d/2n\)
6     let \(A^{j+1} := A^j \setminus \{(x_1, x_2^*, \ldots, x_n^*) : x_1 \in [m]\}\)
7 end
```

---

\(^1\)There is no circular reasoning here; in showing that \(\beta(B_I) \leq m^{2/20}\) we just needed that lines 7–9 and 17–20 succeeded in all iterations before this one.
If the algorithm terminates, then $A'$ satisfies (1). We just need to argue that it does terminate, moreover with $|A'| \geq |A|/2$ (which is equivalent to (2)). In an iteration, it obtains $\text{Graph}_j(A^{j+1})$ from $\text{Graph}_j(A^j)$ by removing all edges incident to some right node in $A^j_{[n]\setminus\{i\}}$. Hence $|A^{j+1}_{[n]\setminus\{i\}}| = |A^j_{[n]\setminus\{i\}}| - 1$, and for every $i' \neq i$, $|A^{j+1}_{[n]\setminus\{i'\}}| \leq |A^j_{[n]\setminus\{i'\}}|$. Therefore, the total number of iterations is at most $\sum_{i=1}^{n} |A_{[n]\setminus\{i\}}| = \sum_{i=1}^{n} |A|/\text{AvgDeg}_i(A) \leq n \cdot |A|/d$. Since $|A^{j+1}| > |A^j| - d/2n$ in each iteration, in total at most $(n \cdot |A|/d) \cdot (d/2n) = |A|/2$ elements of $A$ can be removed throughout the execution. Thus the algorithm must terminate with $|A'| \geq |A|/2$.

### 4.3.6 Proof of the Projection Lemma

Assume $i = n$ for convenience of notation, so $A_{[n]}^{n,U} = A_{[n-1]}^{n,U} = \{(x_1, \ldots, x_{n-1}) : (x_1, \ldots, x_n) \in A \text{ for some } x_n \in U\}$ (which is the set of right nodes in $\text{Graph}_n(A)$ that have a neighbor in $U$) and $B_{[n]}^{n,V} = B_{[n-1]}^{n,V} = \{(y_1, \ldots, y_{n-1}) : (y_1, \ldots, y_n) \in B \text{ for some } y_n \in V\}$.

We claim that if we take a uniformly random $U \subseteq [m]$ of size $m^{7/20}$ and let $V := \{w \in \{0, 1\}^m : w_j = b \text{ for all } j \in U\}$, then

1. $A_{[n-1]}^{n,U}$ is thick,
2. $\alpha(A_{[n-1]}) \leq \alpha(A) - \log m + \log \text{AvgDeg}_n(A)$,
3. $\beta(B_{[n-1]}^{n,V}) \leq \beta(B) + 1$ with probability greater than $2^{-m^{3/20}}$.

The Projection Lemma then follows by a union bound. (We mention that our argument for property (3) is substantially different from and simpler than the corresponding part of the proof in [RM99].)

**Property (0).** For every nonzero-degree right node $(x_1, \ldots, x_{n-1}) \in A_{[n-1]}$ of $\text{Graph}_n(A)$, let $L_{x_1,\ldots,x_{n-1}} := \{x_n \in [m] : (x_1, \ldots, x_{n-1}, x_n) \in A\}$ denote the set of all left nodes adjacent to it. We have $|L_{x_1,\ldots,x_{n-1}}| \geq \text{MinDeg}_n(A) \geq m^{17/20}$, and $(x_1, \ldots, x_{n-1}) \in A_{[n-1]}^{n,U}$ iff $U$ intersects $L_{x_1,\ldots,x_{n-1}}$. Since $U$ has size $m^{7/20}$, the probability $U$ does not intersect $L_{x_1,\ldots,x_{n-1}}$ is at most $(1 - m^{17/20}/m)^{m^{7/20}} \leq e^{-m^{4/20}}$. Since the number of elements $(x_1, \ldots, x_{n-1}) \in A_{[n-1]}$ is at most $m^{n-1} \leq 2^{m^{1/20} \log m}$, by a union bound the probability that one of them is not in $A_{[n-1]}^{n,U}$ is at most $2^{m^{1/20} \log m} \cdot e^{-m^{4/20}} < 2^{-m^{3/20}}$.

**Property (1).** For this it suffices to show that $\text{MinDeg}_j(A_{[n-1]}) \geq \text{MinDeg}_j(A)$ for all $j \in [n-1]$. Assume $j = n - 1$ for convenience of notation. For every nonzero-degree right node $(x_1, \ldots, x_{n-2})$ in $\text{Graph}_{n-1}(A_{[n-1]})$, there exists $x_{n-1}$ such that $(x_1, \ldots, x_{n-2}, x_{n-1}) \in A_{[n-1]}$. Thus by the definition of $A_{[n-1]}$ there exists $x_n$ such that $(x_1, \ldots, x_{n-2}, x_{n-1}, x_n) \in A$. Therefore, by the definition of $\text{MinDeg}_{n-1}(A)$ applied to the nonzero-degree right node $(x_1, \ldots, x_{n-2}, x_n)$ of $\text{Graph}_{n-1}(A)$, we have that $(x_1, \ldots, x_{n-2}, x_{n-1}, x_n) \in A$ holds for at least $\text{MinDeg}_{n-1}(A)$ different elements $x'_{n-1}$. All these elements satisfy $(x_1, \ldots, x_{n-2}, x'_{n-1}) \in A_{[n-1]}$. Hence, the degree of the right node $(x_1, \ldots, x_{n-2})$ in $\text{Graph}_{n-1}(A_{[n-1]})$ is at least $\text{MinDeg}_{n-1}(A)$. 

---
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Property (2). We have $|A_{[n-1]}| = |A| / \text{AvgDeg}_n(A)$ and $|m|^{n-1} = |m|^n / m$, and hence $\alpha(A_{[n-1]}) = \log((|m|^{n-1}) / |A_{[n-1]}|) = \log((|m|^n) / |A|) - \log(m / \text{AvgDeg}_n(A)) = \alpha(A) - \log m + \log \text{AvgDeg}_n(A)$. (Thus (2) holds with equality, but we only needed the inequality.)

Property (3). We first state a claim, whose proof we give later.

Claim 4.9. For every $W \subseteq \{0,1\}^m$ with $\beta(W) \leq m^{11/20}$, we have $\Pr_U[V \cap W \neq \emptyset] \geq 3/4$.

In particular, for every $W \subseteq \{0,1\}^m$ we have $\Pr_U[V \cap W \neq \emptyset] \geq \frac{3}{4} \cdot |W|/2^{m - 2^{-m^{11/20}}}$. For every $(y_1, \ldots, y_{n-1}) \in (\{0,1\}^m)^{n-1}$, let $W_{y_1, \ldots, y_{n-1}} := \{y_n \in \{0,1\}^m : (y_1, \ldots, y_{n-1}, y_n) \in B\}$. Letting $(y_1, \ldots, y_{n-1})$ be uniformly random in $(\{0,1\}^m)^{n-1}$, we have

$$
E_U \left[ B_{[n-1]}^{u,V} / 2^{m(n-1)} \right] = E_{y_1, \ldots, y_{n-1}} \Pr_U \left[ (y_1, \ldots, y_{n-1}) \in B_{[n-1]}^{u,V} \right]
$$

$$
= E_{y_1, \ldots, y_{n-1}} \Pr_U \left[ V \cap W_{y_1, \ldots, y_{n-1}} \neq \emptyset \right]
$$

$$
\geq E_{y_1, \ldots, y_{n-1}} \left( \frac{3}{4} \cdot |W_{y_1, \ldots, y_{n-1}}| / 2^{m - 2^{-m^{11/20}}} \right)
$$

$$
= \frac{3}{4} \cdot |B| / 2^{mn - 2^{-m^{11/20}}}
$$

$$
\geq \frac{5}{8} \cdot |B| / 2^{mn}
$$

where the last line follows since $|B| / 2^{mn} = 2^{-\beta(B)} \geq 2^{-m^{2/20}}$. It follows that with probability at least $\frac{1}{8} \cdot |B| / 2^{mn} > 2^{-m^{3/20}}$ over $U$, we have $|B_{[n-1]}^{u,V}| / 2^{m(n-1)} \geq \frac{1}{2} \cdot |B| / 2^{mn}$, which is equivalent to (3). This finishes the proof of the Projection Lemma, except for the proof of Claim 4.9.

Recall that $b \in \{0,1\}$ is fixed. For $W \subseteq \{0,1\}^m$ and $j \in [m]$, define $W^j := \{w \in W : w_j = b\}$ and $\text{Bad}(W) := \{j \in [m] : |W^j| < |W|/4\}$.

Claim 4.10. For every $W \subseteq \{0,1\}^m$, $|\text{Bad}(W)| \leq 6\beta(W)$.

Proof of Claim 4.10. Let $w$ be a random variable uniformly distributed over $W$, and let $H(\cdot)$ denote Shannon entropy. There are at most $6\beta(W)$ coordinates $j$ such that $\Pr[w_j = b] < 1/4$, since otherwise $H(w) \leq \sum_{j=1}^m H(w_j) < 6\beta(W) \cdot H(1/4) + (m - 6\beta(W)) \cdot 1 \leq m - 6\beta(W) \cdot (1 - 0.82) \leq m - \beta(W)$, contradicting the fact that $H(w) = \log |W| = m - \beta(W)$.

Proof of Claim 4.9. Suppose we sample $U := \{j_1, \ldots, j_{m^{7/20}}\}$ by iteratively picking each $j_{i+1} \in [m] \setminus \{j_1, \ldots, j_i\}$ uniformly at random. We write $V$ as $V_U$, as a reminder that it depends on $U$. For $i \in \{0,1,\ldots, m^{7/20}\}$, define $W_i := \{w \in W : w_{j_1} = w_{j_2} = \cdots = w_{j_i} = b\}$, and note that $W_0 = W$, $W_{i+1} = W_{i}^{j_{i+1}}$, and $W_{m^{7/20}} = V_U \cap W$. Let $E_{i+1}$ denote the event that $j_{i+1} \not\in \text{Bad}(W_i)$, and note that if $E_{i+1}$ occurs then $\beta(W_{i+1}) \leq \beta(W_i) + 2$. Thus if $E_1 \cap \cdots \cap E_{m^{7/20}}$ occurs then $\beta(V_U \cap W) \leq \beta(W) + 2m^{7/20} < \infty$ and hence $V_U \cap W \neq \emptyset$. Conditioned on any particular outcome of $j_1, \ldots, j_i$, for which $E_1 \cap \cdots \cap E_i$ occurs, by Claim 4.10 we have $|\text{Bad}(W_i)| \leq 6\beta(W_i) \leq 6(\beta(W) + 2i)$ and thus

$$
\Pr[E_{i+1} \mid j_1, \ldots, j_i] \geq 1 - \frac{|\text{Bad}(W_i)|}{m - i} \geq 1 - \frac{6(\beta(W) + 2i)}{(6/7)m} \geq e^{-14(\beta(W) + 2i)/m}
$$
where the last inequality uses the fact that $1 - x \geq e^{-2x}$ if $x \in [0, 1/2]$, applied to $x := 6(\beta(W) + 2i)/(6/7)m \leq 7(m^{11/20} + 2m^{7/20})/m \leq 1/2$. We conclude that

\[
\Pr[V_U \cap W \neq \emptyset] \geq \Pr[E_1 \cap \cdots \cap E_{m^{7/20}}] \\
= \prod_{i=0}^{m^{7/20}-1} \Pr[E_{i+1} \mid E_1 \cap \cdots \cap E_i] \\
\geq \prod_{i=0}^{m^{7/20}-1} e^{-14(\beta(W) + 2i)/m} \\
= \exp\left(-\sum_{i=0}^{m^{7/20}-1} 14(\beta(W) + 2i)/m\right) \\
= \exp\left(-\frac{14}{m}(\beta(W)m^{7/20} + (m^{7/20} - 1)m^{7/20})\right) \\
\geq \exp\left(-14\left(m^{-2/20} + m^{-6/20}\right)\right) \\
\geq \frac{3}{4}.
\]

\qed
Chapter 5

Randomised Communication vs. Partition Number

Overview. In this chapter, we show that randomised communication complexity can be superlogarithmic in the partition number of the associated communication matrix, and we obtain near-optimal randomised lower bounds for the Clique vs. Independent Set problem. These results strengthen the deterministic lower bounds obtained in Chapter 4. This chapter is based on the following publication:


5.1 Introduction

In Chapter 4 we exhibited a boolean function $F: \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\}$ whose deterministic communication complexity is superlogarithmic in the partition number

$$\chi(F) := \chi_0(F) + \chi_1(F)$$

where $\chi_i(F)$ is the least number of rectangles (sets of the form $A \times B$ where $A \subseteq \mathcal{X}$, $B \subseteq \mathcal{Y}$) needed to partition the set $F^{-1}(i)$. In this chapter, we upgrade the lower-bound results from Chapter 4 to hold against randomised protocols—here the notation $\tilde{\Omega}(m)$ hides factors polylogarithmic in $m$.

**Theorem 5.1.** There is an $F$ with randomised communication complexity $\tilde{\Omega}(\log^{1.5} \chi(F))$.

**Theorem 5.2.** There is an $F$ with randomised communication complexity $\tilde{\Omega}(\log^2 \chi_1(F))$. 
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5.1.1 Implications

**Theorem 5.1:** Previously, no examples of $F$ were known with randomised communication complexity larger than $\log \chi(F)$. In fact, such a separation cannot be obtained using the usual rectangle-based lower-bound methods, as catalogued by Jain and Klauck [JK10]. In particular, Theorem 5.1 shows that randomised complexity can be polynomially larger than the partition bound [JK10, JLV14], which is one of the most powerful general lower bound methods for randomised communication. (Consequently, our proof of Theorem 5.1 has to exploit another powerful lower-bound method, namely information complexity.) Note also that every $F$ has deterministic communication complexity at least $\log \chi(F)$ and at most $O(\log^2 \chi(F))$, where the latter upper bound is a classical result of [AUY83]. Theorem 5.1 shows that the upper bound cannot be improved much even if we allow randomisation.

**Theorem 5.2:** The relationship between $\chi_1(F)$ and the communication complexity of $F$ can be equivalently formulated in the language of the Clique vs. Independent Set game, played on a graph derived from $F$ (Alice holds a clique, Bob holds an independent set: do they intersect?). See [Yan91, §4] or [Juk12, §4.4] for the equivalence. Yannakakis [Yan91] (extending [AUY83]) proved that every $F$ has deterministic communication complexity at most $O(\log^2 \chi_1(F))$. Our Theorem 5.2 shows that this upper bound is essentially tight even if we allow randomised protocols, and it implies that there is a graph on $n$ nodes for which Clique vs. Independent Set requires $\tilde{\Omega}(\log^2 n)$ randomised communication. (The deterministic upper bound $O(\log^2 n)$ holds for all graphs.)

**Extension complexity.** In fact, we prove Theorem 5.2 by showing that (the negation of) the function $F$ has high approximate nonnegative rank (a.k.a. smooth rectangle bound; see Section 5.2 for definitions). One consequence in the field of extended formulations (see [Yan91, FMP+15] for definitions) is that we obtain a graph $G$ such that the polytope generated by the so-called “clique inequalities” of $G$ has extension complexity $n\tilde{\Omega}(\log n)$. (The slack matrix associated with the clique inequalities is simply (the negation of) the Clique vs. Independent Set game. These inequalities capture the independent set polytope of $G$ when $G$ is perfect—our graph $G$ however is not.) The previous bound in this direction was $n^{\Omega(\log^{0.128} n)}$ from Chapter 3. Technically speaking, the lower bound from Chapter 3 was proved for nondeterministic communication complexity, so the full result remains incomparable with Theorem 5.2.

**Log-rank conjecture.** The famous log-rank conjecture of Lovász and Saks [LS88] postulates that the deterministic communication complexity of $F$ is polynomially related to $\log \text{rank}(F)$. Gavinsky and Lovett [GL14] have shown that the conjecture is equivalent to asking whether the randomised communication complexity of $F$ is polynomially bounded in $\log \text{rank}(F)$. Here our Theorem 5.2 gives at least a near-quadratic separation between the randomised communication complexity of $F$ and $\log \text{rank}(F) \leq \log \chi_1(F)$; the previous best lower bound was $\Omega(\log^{1.63} \text{rank}(F))$ due to Kushilevitz [Kus94]. Furthermore, Troy Lee has pointed out to us that our construction underlying Theorem 5.2 exhibits a nearly a 4th-power separation between
the logarithms of approximate nonnegative rank and approximate rank. This gives lower bounds for the so-called log-approximate-rank conjecture [LS07, Conjecture 42], which is the randomised analogue of the log-rank conjecture. The previous best separation was quadratic (as witnessed by the set-disjointness problem).

Subsequent work. The 1.5-th power separation in Theorem 5.1 has been subsequently improved to near-quadratic in [ABB+16b], which is optimal. The work [ABB+16b] builds on the techniques developed in this work. In particular, they iteratively apply our Corollary 5.18 to analyze a communication analogue of a query complexity construction due to Ambainis, Kokainis, and Kothari [AKK15].

5.1.2 Our techniques

The basic strategy in Chapter 4 for obtaining the deterministic versions of Theorems 5.1–5.2 was to first obtain analogous gaps in the easier-to-understand world of query complexity, then “lift” the results to communication complexity using a so-called simulation lemma. For getting randomised lower bounds, two obstacles immediately present themselves: (i) The functions studied in Chapter 4 are too easy for randomised protocols (as shown by [MS15]). (ii) There is no known simulation lemma for the bounded-error randomised setting.

To handle obstacle (i), we modify the functions from Chapter 4 in a way that preserves their low partition numbers while eliminating the structure that was exploitable by randomised protocols. (Similar constructions have been given by [ABB+16a, ABK16].) To handle obstacle (ii) for Theorem 5.2, we actually prove a lower bound for a model that is stronger than the standard randomised model, but for which there is a known simulation lemma, namely that of Chapter 2. This idea alone does not handle obstacle (ii) for Theorem 5.1, though. For that, we start by giving a proof of the query complexity analogue of Theorem 5.1, then develop a way to mimic that argument using communication complexity, by going through information complexity (exploiting machinery from [KLL+12] and [BW15a]). In the process, this yields a corollary (Corollary 5.18) that is of independent interest: information complexity under arbitrary distributions is essentially equivalent to information complexity under distributions that are only over 1-inputs (or only over 0-inputs).

5.2 Complexity measures

We study the following communication complexity models/measures; see Figure 5.1. For any complexity measure $C$ we write $coC(F) := C(\overline{F})$ and $2C(F) := \max\{C(F), coC(F)\}$ for short.

- $P^{cc}$: The deterministic communication complexity of $F$ is denoted $P^{cc}(F)$.
- $BPP^{cc}$: The randomised communication complexity of $F$ is denoted $BPP^{cc}(F)$. 
“UPcc”: Recall (e.g., [KN97, Juk12]) that a cost-c nondeterministic protocol for $F$ corresponds to a covering (allowing overlaps) of $F^{-1}(1)$ with $2^c$ rectangles. A nondeterministic protocol is unambiguous if on every 1-input there is a unique accepting computation; combinatorially, this means we have a disjoint covering (partition) of $F^{-1}(1)$. We define $\text{UPcc}(F) := \lceil \log \chi_1(F) \rceil$. Thus $\text{coUPcc}(F) = \lceil \log \chi_0(F) \rceil$, and $2\text{UPcc}(F) \in \lceil \log \chi(F) \rceil \pm 1$.

“WAPPcc”: Abstractly speaking, a WAPP computation (Weak Almost-Wide PP; introduced in [BGM06]) is a randomised computation that accepts 1-inputs with probability in $[(1 - \epsilon)\alpha, \alpha]$, and 0-inputs with probability in $[0, \epsilon\alpha]$, where $\epsilon < 1/2$ is an error parameter and $\alpha = \alpha(n) > 0$ is arbitrary.

Instantiating this for protocols, we define $\text{WAPPcc}_\epsilon(F)$ as the least “cost” of a randomised (public-coin) protocol $\Pi$ that computes $F$ in the above sense; the “cost” of a protocol $\Pi$ with parameter $\alpha$ is defined as the usual communication cost (number of bits communicated) plus $\log(1/\alpha)$. In this definition, we may assume w.l.o.g. that $\Pi$ is zero-communication [KLL+12]: $\Pi$ is simply a probability distribution over rectangles $R$, and $\Pi$ accepts an input $(x, y)$ iff $(x, y) \in R$ for the randomly chosen $R$. Such a protocol $\Pi$ exchanges only 2 bits to check the condition $(x, y) \in R$, and the rest of the cost is coming from having a tiny $\alpha$.

We note that $\text{WAPPcc}$ corresponds to the (one-sided) smooth rectangle bound of [JK10], which is known to be equivalent to approximate nonnegative rank [KMSY14]. A consequence of this equivalence is that $\text{WAPPcc}$ could alternatively be defined without charging anything for $\alpha > 0$, as long as we restrict our protocols to be private-coin. Also, $2\text{WAPPcc}$ is equivalent to the relaxed partition bound of [KLL+12] (we elaborate on this in Section 5.5.2). We remark that $\text{WAPPcc}$ is not amenable to efficient amplification of the error parameter; there can be an exponential gap between $\text{WAPPcc}_\epsilon$ and $\text{WAPPcc}_\delta$ for different constants $\epsilon$ and $\delta$, at least for partial functions (Chapter 2).

For a boolean function $f: \{0, 1\}^n \to \{0, 1\}$ we consider the following decision tree models/measures:

- $\text{Pdt}$: The deterministic decision tree complexity of $f$ is denoted $\text{Pdt}(f)$.
- $\text{BPPdt}$: The randomised decision tree complexity of $f$ is denoted $\text{BPPdt}(f)$.
- $\text{Updt}$: A nondeterministic decision tree is a DNF formula. We think of the conjunctions in the DNF formula as certificates—partial assignments to inputs that force the function to be 1. The cost is the maximum number of input bits read by a certificate. A nondeterministic decision tree is unambiguous if on every 1-input there is a unique accepting certificate. We define $\text{Updt}(f)$ as the least cost of an unambiguous decision tree for $f$. Other works that have studied unambiguous decision trees include [Sav02, Bel06, KRS15].
- $\text{WAPPdt}$: We define $\text{WAPPdt}_\epsilon(f)$ as the least height of a randomised decision tree that accepts 1-inputs with probability in $[(1 - \epsilon)\alpha, \alpha]$, and 0-inputs with probability in $[0, \epsilon\alpha]$, 


where $\alpha = \alpha(n) > 0$ is arbitrary. (Note that only the number of queries matters; we do not charge for $\alpha$ being small.) Like the communication version, this measure is not amenable to efficient amplification of the error parameter (Chapter 2).

The analogue of a WAPP$^{cc}$ protocol being w.l.o.g. a distribution over rectangles is that a WAPP$^{dt}$ decision tree is w.l.o.g. a distribution over conjunctions. This implies that we may characterize WAPP$^{dt}_\varepsilon(f)$ using conical juntas: A conical junta $h$ is a nonnegative linear combination of conjunctions. That is, $h = \sum w_C C$ where the sum ranges over conjunctions $C: \{0,1\}^n \rightarrow \{0,1\}$ and $w_C \geq 0$ for all $C$. Then WAPP$^{dt}_\varepsilon(f)$ is the least degree (maximum width of a conjunction with positive weight in $h$) of a conical junta $h$ that $\varepsilon$-approximates $f$ in the sense that $h(z) \in [1-\varepsilon,1]$ for all $z \in f^{-1}(1)$, and $h(z) \in [0,\varepsilon]$ for all $z \in f^{-1}(0)$.

Other works have studied conical juntas under such names as the (one-sided) partition bound for query complexity [JK10] and query complexity in expectation [KLdW15].

5.3 Overview

In this section we give an outline for obtaining our main results, Theorems 5.1–5.2. For complexity models/measures $\mathcal{C}$ and $\mathcal{C}'$, we informally say “$\mathcal{C}$-vs-$\mathcal{C}'$ gap” to mean the existence of a function whose $\mathcal{C}$ complexity is significantly higher than its $\mathcal{C}'$ complexity. Using the notation defined in Section 5.2, we can rephrase our main results as follows.

**Theorem 5.1 (BPP$^{cc}$-vs-2UP$^{cc}$).** There is an $F$ such that $\text{BPP}^{cc}(F) \geq \tilde{\Omega}(\text{2UP}^{cc}(F)^{1.5})$.

**Theorem 5.2 (BPP$^{cc}$-vs-UP$^{cc}$).** There is an $F$ such that $\text{BPP}^{cc}(F) \geq \tilde{\Omega}(\text{UP}^{cc}(F)^2)$.

(§5.3.1) **Tribes-List:** Our starting point is to define Tribes-List, a variant of a function introduced in Chapter 4. Its purpose is to witness a BPP-vs-UP gap for query complexity.

(§5.3.2) **Composition:** Next, we modify Tribes-List using two types of function composition, which we call lifting and AND-composition, to obtain candidate functions for BPP-vs-2UP gaps in both query and communication complexity.
Unambiguous decision tree for $TL$:

Nondeterministically guess a column index $j \in [k]$. Consider the entries $M_{ij} = (m_{ij}, p_{ij})$ for $i \in [k]$; check that $m_{ij} = 1$ for all $i$ and that $p_{ij} \neq \perp$ for at least one $i$ (this is $\leq 2k$ queries). Let $i$ be the first row index for which $p_{ij} \neq \perp$ and read the full value of $p_{ij}$ (this is $\Theta(k \log k)$ queries). Interpret $p_{ij} \in [k][k] \setminus \{j\}$ as a list of pointers, describing a row index for all columns other than $j$. For each of these $k - 1$ pointed-to entries $M_{i'j'}$, check that $m_{i'j'} = 0$ (this is $k - 1$ queries).

![Figure 5.2: The unambiguous decision tree that defines the Tribes-List function.](image)

(§5.3.3) **Overview of proofs:** With the candidate functions defined, we outline our strategy to prove the desired communication lower bounds.

**5.3.1 Tribes-List**

The *Tribes-List* function $TL : \{0,1\}^n \rightarrow \{0,1\}$ is defined on $n := \Theta(k^3 \log k)$ bits where $k$ is a parameter. We think of the input as a $k \times k$ matrix $M$ with entries $M_{ij}$ taking values from the alphabet $\Sigma := \{0,1\} \times ([k]^{k-1} \cup \{\perp\})$. Here each entry is encoded with $\Theta(k \log k)$ bits, and we assume that the encoding of $M_{ij} = (m_{ij}, p_{ij}) \in \Sigma$ is such that a single bit is used to encode the value $m_{ij} \in \{0,1\}$ and another bit is used to encode whether or not $p_{ij} = \perp$. If $p_{ij} \neq \perp$, then we can learn its exact value in $[k]^{k-1}$ by querying all the $\Theta(k \log k)$ bits.

Informally, we have $TL(M) = 1$ iff $M$ has a unique all-(1, $\ast$) column (here $\ast$ is a wildcard) that also contains an entry with $k - 1$ pointers to entries of the form $(0, \ast)$ in all other columns. More formally, we define $TL$ in Figure 5.2 by describing an unambiguous decision tree of cost $\Theta(k \log k)$ computing it.

**5.3.2 Composition**

Given a base function witnessing some complexity gap, we will establish a different but related complexity gap by transforming the function into a more complex one via one (or both) of the following operations involving function composition: *lifting* and *AND-composition*. Lifting is used to go from a query complexity gap to an analogous communication complexity gap. AND-composition is used to go from a gap with a UP upper bound to a gap with a 2UP upper bound. To show that an operation indeed converts one gap to another gap, we need two types of results: an observation showing how the relevant upper bounds behave under the operation, and a more difficult lemma showing how the relevant lower bounds behave under the operation.
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**Lifting.** Recall that a decision tree for \( f \) generally yields a corresponding type of communication protocol for the composed function \( f \circ g^n \):

**Observation 5.3.** For all \( f : \{0,1\}^n \rightarrow \{0,1\} \), \( g : \{0,1\}^b \times \{0,1\}^b \rightarrow \{0,1\} \), and \( C \in \{2UP, UP\} \), we have \( C^{cc}(f \circ g^n) \leq C^{dt}(f) \cdot O(b + \log n) \).

In the converse direction, we use a simulation theorem for \( WAPP \) from Chapter 2:

**Lemma 5.4 (Simulation for \( WAPP \)).** For all \( f : \{0,1\}^n \rightarrow \{0,1\} \) and constants \( 0 < \epsilon < \delta < 1/2 \), we have \( WAPP^{dt}_\delta(f) \leq O(WAPP^{cc}_\epsilon(f \circ g^n)/\log n) \) where \( g : \{0,1\}^b \times \{0,1\}^b \rightarrow \{0,1\} \) is the inner-product gadget defined as follows: \( b = b(n) := 100 \log n \), and \( g(x_i, y_i) := (x_i, y_i) \mod 2 \).

**AND-composition.** Given \( f : \{0,1\}^n \rightarrow \{0,1\} \) we can compose it with the \( k \)-bit \( AND \) function to obtain \( AND \circ f^k : \{0,1\}^n \rightarrow \{0,1\} \) defined by \( (AND \circ f^k)(z_1, \ldots, z_k) = 1 \) iff \( f(z_i) = 1 \) for all \( i \). Similarly, given \( F : \mathcal{X} \times \mathcal{Y} \rightarrow \{0,1\} \) we can obtain \( AND \circ F^k : \mathcal{X}^k \times \mathcal{Y}^k \rightarrow \{0,1\} \) defined by \( (AND \circ F^k)(x, y) = 1 \) iff \( F(x_i, y_i) = 1 \) for all \( i \).

**Observation 5.5.** For all \( f \) and \( k \), we have \( 2UP^{dt}(AND \circ f^k) \leq k \cdot UP^{dt}(f) + O(UP^{dt}(f)^2) \). Similarly, for all \( F \) and \( k \), we have \( 2UP^{cc}(AND \circ F^k) \leq k \cdot UP^{cc}(F) + O(UP^{cc}(F)^2 + \log k) \).

The two parts of Observation 5.5 are analogous, so we describe the idea only in terms of the query complexity part. Since \( COUP^{dt}(f) \leq P^{dt}(f) \leq O(UP^{dt}(f)^2) \), it suffices to have \( COUP^{dt}(f) \) as the second term on the right side. The idea is to let a 1-certificate for \( AND \circ f^k \) be comprised of 1-certificates for each of the \( k \) copies of \( f \), and a 0-certificate for \( AND \circ f^k \) be comprised of a 0-certificate for the first copy of \( f \) that evaluates to 0, together with 1-certificates for each of the preceding copies of \( f \).

On the other hand, the following lemma (proven in Section 5.5.1) shows that randomised query complexity goes up by a factor of \( k \) under \( AND \)-composition.

**Lemma 5.6.** For all \( f \) and \( k \), we have \( BPP^{dt}(f) \leq O(BPP^{dt}(AND \circ f^k)/k) \).

We note that Lemma 5.6 qualitatively strengthens the tight direct sum result for randomised query complexity in [JKS10] since computing the outputs of all \( k \) copies of \( f \) is at least as hard as computing the \( AND \) of the outputs. Similarly, if we could prove an analogue of Lemma 5.6 for communication complexity, it would qualitatively strengthen the notoriously-open tight direct sum conjecture for randomised communication complexity.

### 5.3.3 Overview of proofs

The following diagram shows how we construct the functions used to witness our gaps. Starting with some \( f \), we can lift it to obtain \( F \), or we can apply \( AND \)-composition to obtain \( f^* \). We can obtain \( F^* \) by either lifting \( f^* \) or equivalently applying \( AND \)-composition to \( F \).
CHAPTER 5. RANDOMISED COMMUNICATION VS. PARTITION NUMBER

Proof of Theorem 5.2. We start by discussing the proof of Theorem 5.2 as it will be used in the proof of Theorem 5.1. We actually prove the following stronger version of Theorem 5.2 that gives a lower bound even against $\text{coWAPP}^\epsilon(F) \leq O(\text{BPP}^\epsilon(F))$:

**Theorem 5.2** ($\text{coWAPP}^\epsilon$-$\text{vs-UP}$). There is an $F$ such that $\text{coWAPP}^\epsilon(F) \geq \tilde{\Omega}(\text{UP}^\epsilon(F)^2)$.

Our proof follows the same outline as in Chapter 4 and only requires us to lift the following analogous result for query complexity (proved in Section 5.4):

**Lemma 5.7** ($\text{coWAPP}^\text{dt}$-$\text{vs-UP}^\text{dt}$). $\text{coWAPP}^\text{dt}_{0.05}(\text{TL}) \geq \tilde{\Omega}(\text{UP}^\text{dt}(\text{TL})^2)$.

To derive Theorem 5.2*, set $f := \text{TL}$ and $F := f \circ g^n$, where $g$ is the gadget from Lemma 5.4 and $n$ is the input length of $f$. Recall that $\text{UP}^\text{dt}(f) \geq n^{\Omega(1)}$. Thus by Observation 5.3, $\text{UP}^\text{cc}(F) \leq \text{UP}^\text{dt}(f) \cdot O(\log n) \leq \tilde{O}(\text{UP}^\text{dt}(f))$, and by Lemma 5.4, $\text{coWAPP}^\text{cc}_{0.04}(F) \geq \Omega(\text{coWAPP}^\text{dt}_{0.05}(f) \cdot \log n) \geq \Omega(\text{coWAPP}^\text{dt}_{0.05}(f))$. Thus $\text{coWAPP}^\text{cc}_{0.04}(F) \geq \tilde{\Omega}(\text{UP}^\text{cc}(F)^2)$.

Proof of Theorem 5.1. An “obvious” strategy for Theorem 5.1 would be again to first prove the analogous query complexity result and then lift it to communication complexity. (This is the outline used for the analogous result in Chapter 4.) In other words, we would follow the lower-right path in the above diagram:

**Obvious strategy**

(a) Start with $f$ witnessing a $\text{BPP}^\text{dt}$-$\text{vs-UP}^\text{dt}$ gap.
(b) Obtain $f^*$ witnessing a $\text{BPP}^\text{dt}$-$\text{vs-2UP}^\text{dt}$ gap by applying AND-composition to $f$.
(c) Obtain $F^*$ witnessing a $\text{BPP}^\text{cc}$-$\text{vs-2UP}^\text{cc}$ gap by lifting $f^*$.

We have the tools to complete steps (a) and (b):

**Lemma 5.8** ($\text{BPP}^\text{dt}$-$\text{vs-2UP}^\text{dt}$). There is an $f$ such that $\text{BPP}^\text{dt}(f) \geq \tilde{\Omega}(2\text{UP}^\text{dt}(f)^{1.5})$.

**Proof.** This is witnessed by $f^* := \text{AND} \circ \text{TL}^k$ where $k := \text{UP}^\text{dt}(\text{TL})$. By Observation 5.5, $2\text{UP}^\text{dt}(f^*) \leq O(k^2)$, and by Lemmas 5.6–5.7, $\text{BPP}^\text{dt}(f^*) \geq \Omega(k \cdot \text{BPP}^\text{dt}(\text{TL})) \geq \Omega(k \cdot \text{coWAPP}^\text{dt}_{0.05}(\text{TL})) \geq \tilde{\Omega}(k^3)$.

$\square$
Unfortunately, we do not know how to carry out step (c), because we currently lack a simulation lemma for BPP. (We believe that such a lemma is true, and it is an interesting open problem to prove this!) We get around this obstacle by reversing the order of steps (b) and (c), that is, we instead follow the upper-left path in the diagram:

**Modified strategy**

(a’) Start with $f$ witnessing a coWAPP$^d$-vs-UP$^d$ gap.
(b’) Obtain $F$ witnessing a coWAPP$^c$-vs-UP$^c$ gap by lifting $f$.
(c’) Obtain $F^*$ witnessing a BPP$^c$-vs-2UP$^c$ gap by applying AND-composition to $F$.

Steps (a’) and (b’) are just Theorem 5.2*. For step (c’) it would suffice to have an analogue of Lemma 5.6 for communication complexity. This is open, but fortunately we have some wiggle room since it suffices to have coWAPP$^e$ instead of BPP on the left side of Lemma 5.6. For this, we can prove a communication analogue (indeed, with 2WAPP$^e$ instead of coWAPP$^e$):

**Lemma 5.9.** For all $F$, $k$, and constants $0 < \epsilon < 1/2$, we have

$$2\text{WAPP}^e(F) \leq O(\text{BPP}^c(\text{AND} \circ F^k)/k + \log \text{BPP}^c(\text{AND} \circ F^k)).$$

To derive Theorem 5.1, let $F$ be the function in Theorem 5.2*, and let $F^* := \text{AND} \circ F^k$ where $k := \text{UP}^c(F)$. Then $F^*$ witnesses Theorem 5.1: By Observation 5.5, $2\text{UP}^c(F^*) \leq O(k^2)$, and by Lemma 5.9, $\text{BPP}^c(F^*) \geq \Omega(k \cdot (2\text{WAPP}^c_0(F) - O(\log k))) \geq \Omega(k \cdot (\text{coWAPP}^c_{0.04}(F) - O(\log k))) \geq \tilde{\Omega}(k^3)$.

**Proof of Lemma 5.9.** We start with the intuition for the proof of Lemma 5.6, which is a warmup for Lemma 5.9. For brevity let $f^* := \text{AND} \circ f^k$. Given an input $z$ for $f$, the basic idea is to plant $z$ into a random coordinate of $f^*(z_1, \ldots, z_k)$, and plant random 1-inputs into the other coordinates, and then run the randomised decision tree for $f^*$. If $q$ is the query complexity of $f^*$, the expected number of bits of $z$ that are queried (over a random 1-input) will be at most $q/k$. Our new randomised decision tree will simulate this but abort after $8q/k$ queries to $z$ have been made. If an answer is returned, we output the same value for $f(z)$, and if no answer is returned within this many queries, then we output 0. A simple analysis shows that we succeed with high probability in the average-case (which is equivalent to worst-case by the minimax theorem).

To prove Lemma 5.9, we would like to mimic this argument in the communication world, using the fact that internal information complexity is sandwiched between BPP$^c$ and 2WAPP$^c$ [KLL+12] and satisfies a sort of AND-composition analogous to Lemma 5.6 using well-known properties (by planting the input into a random coordinate, and planting random 1-inputs into the other coordinates). However there is a significant barrier to this idea “just working”: the AND-composition property (direct sum lemma) requires a distribution over 1-inputs of $F$ (one-sided), while the relation to 2WAPP$^c$ requires an arbitrary distribution over inputs to $F$.
(two-sided). To bridge this divide, we prove a new property of information complexity: the one-sided version is essentially equivalent to the two-sided version. A key ingredient in showing the latter is the “information odometer” of [BW15a], which allows us to keep track of the amount of information that has been revealed, and abort the protocol once we have reached our limit, and argue that we can carry this out without revealing too much extra information. We note that this one-vs-two sided information complexity lemma is the only component of the proof of Theorem 5.1 that distinguishes between arbitrary rectangle partitions (2UPcc) and rectangle partitions induced by protocols (Pcc).

Organization. The only ingredients that remain to be proved are Lemma 5.7 (which we prove in Section 5.4) and Lemma 5.6 and Lemma 5.9 (both of which we prove in Section 5.5).

5.4 Decision tree lower bound

In this section we prove Lemma 5.7, restated here for convenience.

Lemma 5.7 (coWAPPdt-vs-UPdt). coWAPP_{0.05}(TL) \geq \tilde{\Omega}(UP_{0.05}(TL)^2).

Recall that UP_{0.05}(TL) \leq O(k \log k) by definition. To prove Lemma 5.7 we show that there is no \(o(k^2)\)-degree conical junta \(h = \sum w_C C\) that outputs values in \([0.95, 1]\) on inputs from \(TL^{-1}(0)\) and outputs values in \([0, 0.05]\) on inputs from \(TL^{-1}(1)\). A similar lower bound for the plain \(k \times k\) Tribes function was proved by [JK10, Theorem 4] using LP duality; our argument is more direct.

To illustrate the basic style of argument, we start gently by proving an \(\Omega(n)\) conical junta degree bound for approximating the NAND function—this lower bound will be used in the proof of Lemma 5.7, too.

5.4.1 Warm-up: Lower bound for NAND

Suppose for contradiction that \(h = \sum w_C C\) is a conical junta of degree \(o(n)\) computing the \(n\)-bit NAND function to within error 1/5. We will argue that if \(h\) is correct on inputs of Hamming weights \(n\) and \(n-1\), then it must mess up on inputs of Hamming weight \(n-2\): \(h\) will output a value larger than 1, which is a contradiction. We now give the details.

To begin, we have \(h(\bar{1}) \leq 1/5\) by the correctness of \(h\) (here \(\bar{1}\) is the all-1 input). This means that the total weight (sum of \(w_C\)’s) associated with conjunctions that read only 1’s is at most 1/5. Let \(X \in \text{NAND}^{-1}(1)\) be a uniformly random string of Hamming weight \(n-1\). By correctness,

\[
E[h(X)] = \sum w_C E[C(X)] = \sum w_C \Pr[C(X) = 1] \geq 4/5.
\]

In the above sum, there are two types of conjunctions that contribute with a positive acceptance probability: those that read only 1’s, and those that read a single 0 and some \(o(n)\) many 1’s. Since the first type has total weight \(\leq 1/5\) we must have \(\sum_{C \in \mathcal{E}} w_C \Pr[C(X) = 1] \geq 3/5\)
where $\mathcal{C}$ is the set of conjunctions of the second type. Consider the acceptance probability of any $C \in \mathcal{C}$ on a uniformly random string $Y \in \text{NAND}^{-1}(1)$ of Hamming weight $n-2$: if the width of $C$ is $d$, then $\Pr[C(Y) = 1] = (n - d) / \binom{n}{2}$, which is $(2 - o(1))/n$ for $d = o(n)$. Since $\Pr[C(X) = 1] = 1/n$ we conclude that

$$\Pr[C(Y) = 1] = (2 - o(1)) \cdot \Pr[C(X) = 1].$$

(5.1)

We now arrive at the desired contradiction:

$$E[h(Y)] \geq \sum_{C \in \mathcal{C}} w_C \Pr[C(Y) = 1] = (2-o(1)) \sum_{C \in \mathcal{C}} w_C \Pr[C(X) = 1] \geq (2-o(1)) \cdot 3/5 > 1.$$

### 5.4.2 Proof of Lemma 5.7

We prove a lower bound for $\text{TL} : \Sigma^{k \times k} \rightarrow \{0,1\}$ by arguing that $\Omega(k^2)$ entries must be touched: We only charge one query for reading a whole matrix entry in $\Sigma = \{0,1\} \times (\mathbb{N}^{k-1} \cup \perp)$. That is, we assume each conjunction either reads nothing from an entry or reads one fully. The width of a conjunction is then understood as the number of entries it reads.

We study three types of random inputs to $\text{TL}$:

- $X \in \text{TL}^{-1}(0)$ is defined so that the columns in $X$ are independent, and in each column all entries are $(1, \perp)$ except we plant a single $(0, \perp)$ entry in a random row index. Hence there are altogether $k$ many $(0, \perp)$ entries in $X$.

- $Y \in \text{TL}^{-1}(0)$ is defined like $X$ except we replace a random $(1, \perp)$ entry in $X$ with a $(0, \perp)$ entry. Hence there are altogether $k + 1$ many $(0, \perp)$ entries in $Y$, two of them sharing a column.

- $Z \in \text{TL}^{-1}(1)$ is defined like $X$ except we replace a random $(0, \perp)$ entry ($k$ different choices) in $X$ with a $(1,p)$ entry, where $p$ is a list of pointers to all other positions of $(0, \perp)$ entries (making $Z$ indeed a 1-input).

The crux of the argument is contained in the following claim.

**Claim 5.10.** For every conjunction $C$ of width $o(k^2)$, either $\Pr[C(Y) = 1] \geq 1.4 \cdot \Pr[C(X) = 1]$ or $\Pr[C(Z) = 1] \geq 0.5 \cdot \Pr[C(X) = 1]$.

Before proving Claim 5.10, let us see how to finish the proof of Lemma 5.7 assuming it. We have a similar claim for conical juntas:

**Claim 5.11.** For every conical junta $h$ of degree $o(k^2)$, either $E[h(Y)] \geq 1.1 \cdot E[h(X)]$ or $E[h(Z)] \geq 0.1 \cdot E[h(X)]$.

**Proof.** Let $h = \sum w_C C$. By linearity, $E[h(X)] = \sum w_C \Pr[C(X) = 1]$ and similarly for $Y$ and $Z$. By Claim 5.10, let $\mathcal{C}$ be a set of conjunctions such that for each $C \in \mathcal{C}$, $\Pr[C(Y) =$
\[ 1 \geq 1.4 \cdot \Pr[C(X) = 1], \text{ and for each } C \notin \mathcal{C}, \Pr[C(Z) = 1] \geq 0.5 \cdot \Pr[C(X) = 1]. \]

Either
\[ \sum_{C \notin \mathcal{C}} w_C \Pr[C(X) = 1] \geq 0.8 \cdot \mathbb{E}[h(X)], \]
in which case
\[ \mathbb{E}[h(Y)] \geq \sum_{C \notin \mathcal{C}} w_C \Pr[C(Y) = 1] \geq \sum_{C \notin \mathcal{C}} w_C \cdot 1.4 \cdot \Pr[C(X) = 1] \geq 1.4 \cdot 0.8 \cdot \mathbb{E}[h(X)], \]
or
\[ \sum_{C \notin \mathcal{C}} w_C \Pr[C(X) = 1] \geq 0.2 \cdot \mathbb{E}[h(X)], \]
in which case
\[ \mathbb{E}[h(Z)] \geq \sum_{C \notin \mathcal{C}} w_C \Pr[C(Z) = 1] \geq \sum_{C \notin \mathcal{C}} w_C \cdot 0.5 \cdot \Pr[C(X) = 1] \geq 0.5 \cdot 0.2 \cdot \mathbb{E}[h(X)]. \]

Now to prove Lemma 5.7, suppose for contradiction that \( h \) is a conical junta of degree \( o(k^2) \) computing \( -\mathbb{TL} \) to within error 0.05. That is, the value of \( h \) is in \([0.95, 1]\) on 0-inputs of \( \mathbb{TL} \) and in \([0, 0.05]\) on 1-inputs of \( \mathbb{TL} \). In particular, \( \mathbb{E}[h(X)] \in [0.95, 1], \mathbb{E}[h(Y)] \in [0.95, 1], \) and \( \mathbb{E}[h(Z)] \in [0, 0.05] \). This directly contradicts Claim 5.11.

**Proof of Claim 5.10.** We may assume that \( C \) accepts \( X \) with positive probability for otherwise the claim is trivial. Hence \( C \) reads at most a single \((0, \perp)\) entry from each column. We analyze two cases depending on how many \((0, \perp)\) entries \( C \) reads in total.

The first (easy) case is when \( C \) reads less than \( k/2 \) many \((0, \perp)\) entries. Here \( C \) cannot detect us replacing a random \((0, \perp)\) entry with a \((1, p)\) entry with probability better than \( 1/2 \). That is, \( \Pr[C(Z) = 1] \geq 0.5 \cdot \Pr[C(X) = 1] \).

The second case is when \( C \) reads at least \( k/2 \) many \((0, \perp)\) entries. Because \( C \) has width \( o(k^2) \) there is some \( S_1 \subseteq [k] \) of size \( |S_1| \geq (1 - o(1))k \) such that \( C \) reads \( o(k) \) entries from each of the columns indexed by \( S_1 \). (More precisely, if \( C \) has width \( \delta k^2 \), then there is a set of \((1 - \sqrt{\delta})k \) columns from each of which \( C \) reads at most \( \sqrt{\delta} k \) entries.) Let \( S_2 \subseteq [k], |S_2| \geq k/2, \) be the set of columns where \( C \) reads a \((0, \perp)\). Let \( i \in [k] \) denote the unique column where \( X \) and \( Y \) differ. Note that \( i \) is a uniform random variable; for example, \( \Pr[i \in S_1] = 1 - o(1) \). In what follows, we take \( \approx \) to mean up to a \((1 \pm o(1)) \) factor. We calculate:

\[
\Pr[C(Y) = 1] \geq \Pr[C(Y) = 1 \text{ and } i \in S_1] \\
\approx \Pr[C(Y) = 1 \mid i \in S_1] \\
= \Pr[C(Y) = 1 \text{ and } i \in S_2 \mid i \in S_1] + \Pr[C(Y) = 1 \text{ and } i \notin S_2 \mid i \in S_1] \\
= \lambda \cdot \Pr[C(Y) = 1 \mid i \in S_1 \cap S_2] + (1 - \lambda) \cdot \Pr[C(Y) = 1 \mid i \in S_1 \setminus S_2],
\]

where \( \lambda \equiv \Pr[i \in S_2 \mid i \in S_1] \geq 1/2 - o(1) \). In the first term, the condition \((i \in S_1 \cap S_2)\) means that \( C \) reads a single \((0, \perp)\) and \( o(k) \) many \((1, \perp)\)’s from the \( i \)-th column. Hence we are in a situation analogous to that in (5.1), and the same argument yields

\[
(I) \geq (2 - o(1)) \cdot \Pr[C(X) = 1 \mid i \in S_1 \cap S_2] \approx 2 \cdot \Pr[C(X) = 1].
\]

In the second term, the condition \((i \in S_1 \setminus S_2)\) means that \( C \) reads \( o(k) \) many \((1, \perp)\)’s from the
$i$-th column. Hence $C$ cannot detect our planting of an additional $(0, \perp)$ entry in that column with probability better than $o(1)$:

\[(\text{II}) \geq (1 - o(1)) \cdot \Pr[C(X) = 1 \mid i \in S_1 \setminus S_2] \approx \Pr[C(X) = 1].\]

In summary, we get that for some $\lambda \geq 1/2 - o(1)$,

\[
\Pr[C(Y) = 1] \geq (2\lambda + (1 - \lambda) - o(1)) \cdot \Pr[C(X) = 1] \geq (3/2 - o(1)) \cdot \Pr[C(X) = 1] \geq 1.4 \cdot \Pr[C(X) = 1].
\]

### 5.5 AND-composition lemmas

In this section we prove Lemma 5.6 and Lemma 5.9, restated here for convenience.

**Lemma 5.6.** For all $f$ and $k$, we have $\text{BPP}^{\text{dt}}(f) \leq O(\text{BPP}^{\text{dt}}(\text{AND} \circ f^k)/k)$.

**Lemma 5.9.** For all $F$, $k$, and constants $0 < \epsilon < 1/2$, we have

\[
2\text{WAPP}^c_{\epsilon}(F) \leq O\left(\text{BPP}^c(\text{AND} \circ F^k)/k + \log \text{BPP}^c(\text{AND} \circ F^k)\right).
\]

### 5.5.1 AND-composition for query complexity

We now prove Lemma 5.6. For brevity let $f^* := \text{AND} \circ f^k$. Let $T^*$ be a height-$q$ randomised decision tree for $f^*$ with error $1/8$. We design a height-$8q/k$ randomised decision tree for $f$ with error $1/4$.

Let $D$ be an arbitrary distribution over $f^{-1}(1)$. Consider the following randomised decision tree $T$ that takes $z \in \{0, 1\}^n$ as input:

1. Pick $i \in [k]$ uniformly at random and let $z_i := z$.
2. For $j \in [k] \setminus \{i\}$ sample $z_j \sim D$ independently.
3. Run $T^*(z_1, \ldots, z_k)$ until it has made $8q/k$ queries in the $i$-th component.
4. If $T^*$ already produced an output in Step 3, output the same bit; otherwise output 0.

Note that with probability 1 we have $f^*(z_1, \ldots, z_k) = f(z)$. Let $R_T$ denote $T$’s randomness and $R_{T^*}$ denote $T^*$’s randomness. If $f(z) = 0$ then

\[
\Pr_{R_T}[T(z) = 1] \leq \max_{(z_1, \ldots, z_k) \in f^{-1}(0)} \Pr_{R_{T^*}}[T^*(z_1, \ldots, z_k) = 1] \leq 1/8 \leq 1/4.
\]
Furthermore,

\[
\Pr_{z \sim D, R_T} [T(z) = 0] = \Pr_{z_1, \ldots, z_k \sim D, i \in [k], R_T} [T^*(z_1, \ldots, z_k) \text{ outputs 0 or makes more } \text{ than } 8q/k \text{ queries in the } i\text{-th component } ]
\]

\[
\leq \max_{(z_1, \ldots, z_k) \in (f^*)^{-1}(1)} \left( \Pr_{R_T^*} [T^*(z_1, \ldots, z_k) = 0] + \max_{i \in [k]} \Pr_{R_t} [T^*(z_1, \ldots, z_k) \text{ makes more than } 8q/k \text{ queries in the } i\text{-th component } ] \right)
\]

\[
\leq 1/8 + 1/8 = 1/4.
\]

Now let \( D \) be an arbitrary distribution over \( \{0,1\}^n \) and define \( T \) w.r.t. \( (D \mid f^{-1}(1)) \). We have

\[
\Pr_{z \sim D, R_T} [T(z) \neq f(z)] = \sum_{b \in \{0,1\}} \Pr_{z \sim (D \mid f^{-1}(b)), R_T} [T(z) \neq b] \cdot \Pr_{z \sim D} [f(z) = b]
\]

\[
\leq \sum_{b \in \{0,1\}} (1/4) \cdot \Pr_{z \sim D} [f(z) = b] = 1/4.
\]

By the minimax theorem, there is a height-\( 8q/k \) randomised decision tree (a mixture of the \( T \)'s) that on any input produces the wrong output with probability \( \leq 1/4 \).

### 5.5.2 Definitions

We adopt the following conventions throughout the proof of Lemma 5.9. We denote random variables with upper-case letters, and we denote particular outcomes of the random variables with the corresponding lower-case letters. All communication protocols are randomised and mixed-coins, and we use \( (R, R_A, R_B) \) to denote the public randomness, Alice’s private randomness, and Bob’s private randomness, respectively. We say a protocol \( \Pi \) is \( \epsilon \)-correct for \( F \) if for all \( (x, y) \),

\[
\Pr_{R, R_A, R_B} [\Pi(x, y) = F(x, y)] \geq 1 - \epsilon.
\]

For a distribution \( D \) over inputs, we say \( \Pi \) is \( (\epsilon, D) \)-correct for \( F \) if \( \Pr_{X, Y \sim (D \mid f^{-1}(b)), R_A, R_B} [\Pi(X, Y) = F(X, Y)] \geq 1 - \epsilon \). The internal information cost of a protocol \( \Pi \) with respect to \( (X, Y) \sim D \) is defined as \( \text{IC}_D(\Pi) := \text{I}(R, M ; X \mid Y) + \text{I}(R, M ; Y \mid X) = \text{I}(M \mid X \mid Y, R) + \text{I}(M \mid Y \mid X, R) \) where the random variable \( M \) is the concatenation of all messages. We also let \( \text{CC}(\Pi) \) denote the worst-case communication cost of \( \Pi \).

It is convenient for us to work with a measure \( 2\text{WAPP}^{\text{ccc}} \) that is defined slightly differently from \( 2\text{WAPP}^{\text{cc}} \) but is equivalent in the sense that for all \( F \) and \( 0 < \epsilon < 1/2 \), 

\[
2\text{WAPP}^{\text{ccc}}(F) \leq 2\text{WAPP}^{\text{ccc}}_\epsilon(F) \leq O(2\text{WAPP}^{\text{ccc}}_{\epsilon/2}(F)).
\]

We note that \( 2\text{WAPP}^{\text{cc}} \) directly expresses the two-sided smooth rectangle bound of [JK10], while \( 2\text{WAPP}^{\text{ccc}} \) directly expresses the relaxed partition bound of [KLL+12] and was the definition used in Chapter 2.

**Definition 5.12.** We define \( 2\text{WAPP}^{\text{ccc}}_\epsilon(F) \) as the minimum of \( \text{CC}(\Pi) + \log(1/\alpha) \) over all \( \alpha > 0 \) and all protocols \( \Pi \) with output values \( \{0, 1, \bot\} \) such that for all \( (x, y) \),

\[
\Pr[\Pi(x, y) \neq \bot] \leq \alpha \quad \text{and} \quad \Pr[\Pi(x, y) = F(x, y)] \geq (1 - \epsilon)\alpha \quad (\text{i.e., } \Pi \text{ is } (1 - (1 - \epsilon)\alpha)-correct).
\]

We also need the distributional version of \( 2\text{WAPP}^{\text{ccc}}_\epsilon \).
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Definition 5.13. For an input distribution $D$, we define $2W_{APPC}^{cc}\epsilon,D(F)$ as the minimum of $CC(\Pi) + \log(1/\alpha)$ over all $\alpha > 0$ and all protocols $\Pi$ with output values $\{0, 1, \perp\}$ such that $\Pr[\Pi(x, y) \neq \perp] \leq \alpha$ for all $(x, y)$, and $\Pr[\Pi(X, Y) = F(X, Y)] \geq (1 - \epsilon)\alpha$ for $(X, Y) \sim D$ (i.e., $\Pi$ is $(1 - (1 - \epsilon)\alpha, D)$-correct).

5.5.3 AND-composition for communication complexity

We now outline the proof of Lemma 5.9. Recall that the proof of Lemma 5.6 involved these steps:

(i) embedding the input into a random coordinate of a $k$-tuple and filling the other coordinates with random 1-inputs (to cut the cost on 1-inputs by a factor $k$),
(ii) aborting the execution if the cost became too high (to ensure low cost also on 0-inputs while maintaining average-case correctness on 1-inputs),
(iii) using the minimax theorem to go from average-case to worst-case correctness.

We start by noting that an analogue of (i) holds for information complexity (which lower bounds $\mathsf{BPP}^{cc}$). Then as one of our main technical contributions we prove an analogue of (ii) for information complexity. Then in between (ii) and (iii) we insert a step applying the known result that information complexity upper bounds $2W_{APPC}^{cc}$ in the distributional setting. Finally we use the analogue of (iii) for $2W_{APPC}^{cc}$. Formally, Lemma 5.9 follows by stringing together the following lemmas.

Lemma 5.14. Fix any $F, k, 0 < \epsilon < 1/2$, and distribution $D$ over $F^{-1}(1)$. For every $\epsilon$-correct protocol $\Pi$ for $\text{AND} \circ F^k$ there is an $\epsilon$-correct protocol $\Pi'$ for $F$ with $IC_D(\Pi') \leq CC(\Pi)/k$ and $CC(\Pi') \leq CC(\Pi)$.

Lemma 5.15. Fix any $F$, constants $0 < \epsilon < \delta < 1/2$, and input distribution $D$, and let $D^1 := (D \mid F^{-1}(1))$. For every $(\epsilon, D)$-correct protocol $\Pi$ there is a $(\delta, D)$-correct protocol $\Pi'$ with $IC_D(\Pi') \leq O(IC_D(\Pi) + \log(CC(\Pi) + 2))$.

Lemma 5.16. Fix any $F$, constants $0 < \epsilon < \delta < 1/2$, and input distribution $D$. For every $(\epsilon, D)$-correct protocol $\Pi$ we have $2W_{APPC}^{cc}_{\delta,D}(F) \leq O(CC(\Pi)) + 1$.

Lemma 5.17. Fix any $F$ and $0 < \epsilon < 1/2$. Then $2W_{APPC}^{cc}_{\epsilon,D}(F) \leq 2 + \max_D 2W_{APPC}^{cc}_{\epsilon,D}(F)$.

Lemma 5.14 is a standard application of the “direct sum” property of information cost; for completeness we sketch the argument in Section 5.6. Lemma 5.15 is proved in Section 5.5.4 and relies on [BW15a]. Lemma 5.16 is due to [KLL+12, Theorem 1.1 of the ECCC version]. Lemma 5.17 follows from an argument in [KLL+12, Appendix A of the ECCC version] that uses LP duality; for completeness, in Section 5.6 we give a more intuitive version of the argument phrased in terms of the minimax theorem.

The moral conclusion of Lemma 5.15 is that “one-sided information complexity” is essentially equivalent to “two-sided information complexity” for average-case protocols. Combining
Lemma 5.15 with [Bra12, Theorem 3.5 of the ECCC version] shows that a similar equivalence holds for worst-case protocols. More specifically, a distribution-independent definition of information complexity for bounded-error protocols can be obtained by maximizing over all input distributions; our corollary shows that this measure is essentially unchanged if we maximize only over distributions over 1-inputs (or symmetrically, 0-inputs). This is not needed for our results, but it has found other applications [ABB+16b].

Corollary 5.18. Fix any $F$, constants $0 < \epsilon < \delta < 1/2$, and $b \in \{0, 1\}$. Then

$$\inf_{\delta\text{-correct protocols II}} \max_{D \text{ over all inputs}} \text{IC}_D(\Pi) \leq \max_{D \text{ over } b\text{-inputs}} \inf_{\epsilon\text{-correct protocols II}} O(\text{IC}_D(\Pi) + \log(CC(\Pi) + 2)).$$

5.5.4 One-sided information vs. two-sided information

Intuition for Lemma 5.15. Recall the following idea, which was implicit in the proof of Lemma 5.6. Suppose we have a randomised decision tree computing some function, and we have a bound $b$ on the expected number of queries made over a random 1-input. Then to obtain a randomised decision tree with a worst-case query bound, we can keep track of the number of queries made during the execution and halt and output 0 if it exceeds, say, $8b$. Correctness on 0-inputs is maintained since we either run the original decision tree to completion and thus output 0 with high probability, or we abort and output 0 anyway. We get average-case correctness on 1-inputs since by Markov’s inequality, with probability at least $7/8$ the original decision tree uses at most $8b$ queries, in which case we run it to completion and output 1 with high probability.

The high-level intuition is to mimic this idea for information complexity. We have a protocol with a bound on the information cost w.r.t. the distribution $D^1$ over 1-inputs. The “information odometer” of [BW15a] allows us to “keep track of” information cost, so we can halt and output 0 if it becomes too large. This will guarantee that the information cost is low w.r.t. the input distribution $D$, and correctness on 0-inputs is maintained. However, there is a complication with showing the average-case correctness on 1-inputs.

For each computation path specified by an input $(x, y)$, an outcome of public randomness $r$, and a full sequence of messages $m$, there is a contribution $c_{x,y,r,m}$ such that the information cost w.r.t. $D$ is the expectation of $c_{x,y,r,m}$ over a random computation path with $(x, y) \sim D$. Similarly, there is a contribution $c_{x,y,r,m}^1$ such that the information cost w.r.t. $D^1$ is the expectation of $c_{x,y,r,m}^1$ over a random computation path with $(x, y) \sim D^1$. These contributions play the role of “number of queries” along a computation path in the decision tree setting, but a crucial difference is that $c_{x,y,r,m} \neq c_{x,y,r,m}^1$ in general; i.e., the contribution to information cost depends on the input distribution (whereas number of queries did not). To show the average-case correctness on 1-inputs, we need a bound on the typical value of $c_{x,y,r,m}$, whereas the assumption that information cost w.r.t. $D^1$ is low gives us a bound on the typical value of $c_{x,y,r,m}^1$.

Thus the heart of the argument is to show that typically, $c_{x,y,r,m}$ is not much larger than
$c_{x,y,r,m}^1$. Intuitively, one might expect the difference to be at most 1, since the only additional information that can be revealed (beyond what is revealed under $D^1$) should be the fact that $(x, y)$ is a 1-input (which is 1 bit of information). More precisely, we show that for given $(x, y)$, the expected difference depends on how balanced $F$ is on the $x$ row and the $y$ column. Then we just need to note that $F$ is typically reasonably balanced for both the $x$ row and the $y$ column.

**Formal proof of Lemma 5.15.** Assume w.l.o.g. that every execution of $\Pi$ communicates exactly the same number of bits, and that Alice always sends a bit in odd rounds and Bob always sends a bit in even rounds (by inserting dummy coin flip rounds if necessary). As shown in [BW15a], we can also assume that $\Pi$ is “smooth” (i.e., in every step, the bit to be communicated is 1 with probability between $1/3$ and $2/3$)—this is needed in order to apply Lemma 5.19 below.

Consider a probability space with random variables $X, Y, R, R_A, R_B, M, F$ where $(X, Y) \sim D$ is the input, $(R, R_A, R_B)$ is $\Pi$’s randomness, $M := M_1, \ldots, M_{\text{CC}(\Pi)}$ is the sequence of bits communicated by $\Pi$, and $F := F(X, Y)$ is the function value. For convenience of notation, if we condition on “$x$”, this is shorthand for conditioning on “$X = x$”. Letting $t \in \{1, \ldots, \text{CC}(\Pi)\}$ and letting $D$ denote KL-divergence (relative entropy), if we define

$$d_{x,y,r,m < t} := D\left(\frac{M_t | x, y, r, m < t}{M_t | y, r, m < t}\right) + D\left(\frac{M_t | x, y, r, m < t}{M_t | x, r, m < t}\right),$$

$$c_{x,y,r,m} := \sum_t d_{x,y,r,m < t},$$

$$c_{x,y} := \mathbb{E}[c_{X,Y,R,M} | x, y],$$

then it can be seen [BW15a, Appendix C of the ECCC version] that

$$\text{IC}_D(\Pi) = \mathbb{E}[c_{X,Y,R,M}] = \mathbb{E}[c_{X,Y}]. \quad (5.2)$$

Note that if $t$ is odd the second term of $d_{x,y,r,m < t}$ is 0, and if $t$ is even the first term is 0; hence we think of $d_{x,y,r,m < t}$ as defined by a single term (depending on who communicates in round $t$).

Although the following lemma was not explicitly stated in this way in [BW15a], it follows immediately from the corresponding part of the argument for the “conditional abort theorem” in that paper [BW15b].

**Lemma 5.19 (Odometer).** For every smooth protocol $\Pi$, constant $\gamma > 0$, input distribution $D$, and $I > 0$, there is a protocol $\Pi^*$ with $\text{IC}_D(\Pi^*) \leq O(I + \log(\text{CC}(\Pi) + 2))$ that simulates $\Pi$ in the following sense: $\Pi^*$ uses the same randomness $(R, R_A, R_B)$ as $\Pi$ and some additional, independent randomness $Q$. Consider any fixed outcome $x, y, r, r_A, r_B$, and let $m$ be $\Pi$’s messages. Then

(i) for every $q$, $\Pi^*$ outputs either $\bot$ or the same bit that $\Pi$ does, and

(ii) if $c_{x,y,r,m} \leq I$ then $\mathbb{P}_Q[\Pi^* outputs \bot] \leq \gamma$. 


Define $\gamma := (\delta - \epsilon)/5$. To obtain $\Pi'$ witnessing Lemma 5.15, we obtain $\Pi^*$ from Lemma 5.19 with $I := (IC_D(\Pi)/\gamma + 2\log(1/\gamma))/\gamma$ and replace the output $\bot$ with 0. Then we have $IC_D(\Pi') = IC_D(\Pi^*) \leq O(IC_D(\Pi) + \log(CC(\Pi) + 2))$, so we just need to verify that $\Pi'$ is $(\delta, D)$-correct. In the following, we use $\Pi, \Pi^*, \Pi'$ to denote random variables (jointly distributed with $X, Y, R, R_A, R_B, M, F, Q$) representing the outputs of the protocols.

**Claim 5.20.** $\Pr[c_{X,Y,R,M} > I \text{ and } F = 1] \leq 4\gamma$.

Assuming Claim 5.20, we have

$$\Pr[\Pi' \neq \Pi = F] = \Pr[\Pi^* = \bot \text{ and } \Pi = F = 1]$$
$$\leq \Pr[\Pi^* = \bot \text{ and } F = 1]$$
$$\leq \Pr[c_{X,Y,R,M} > I \text{ and } F = 1] + \Pr[\Pi^* = \bot | c_{X,Y,R,M} \leq I \text{ and } F = 1]$$
$$\leq 4\gamma + \gamma$$
$$= 5\gamma$$

where the first line follows by construction of $\Pi'$ and part (i) of Lemma 5.19, and the fourth line follows by Claim 5.20 and part (ii) of Lemma 5.19. Finally,

$$\Pr[\Pi' \neq F] \leq \Pr[\Pi \neq F] + \Pr[\Pi' \neq \Pi = F] \leq \epsilon + 5\gamma = \delta$$

since $\Pi$ is $(\epsilon, D)$-correct. This finishes the proof of Lemma 5.15.

To prove Claim 5.20, we first need to state another claim. Analogously to the notation leading up to (5.2), if for $(x, y) \in F^{-1}(1)$ we define

$$d_{x,y,r,m,c}^1 := D\left(\frac{M_t | x, y, r, m_{<t}}{M_t | x, y, r, m_{<t}, F = 1}\right) + D\left(\frac{M_t | x, y, r, m_{<t}}{M_t | x, r, m_{<t}, F = 1}\right),$$

$$c_{x,y,r,m}^1 := \sum_t d_{x,y,r,m,c}^1,$$

$$c_{x,y}^1 := \mathbb{E}[c_{x,y,R,M}^1 | x, y],$$

then we have

$$IC_{D^1}(\Pi) = \mathbb{E}[c_{x,y,R,M}^1 | F = 1] = \mathbb{E}[c_{x,y}^1 | F = 1]. \quad (5.3)$$

**Claim 5.21.** For $(x, y) \in F^{-1}(1)$, we have $c_{x,y} - c_{x,y}^1 \leq \log(1/\Pr[F = 1 | y]) + \log(1/\Pr[F = 1 | x])$.

**Proof of Claim 5.20.** For any $(x, y)$, by Markov’s inequality we have

$$\Pr[c_{X,Y,R,M} > c_{X,Y}/\gamma | x, y] \leq \gamma. \quad (5.4)$$

Say $y$ is bad if $\Pr[F = 1 | y] \leq \gamma$, and $x$ is bad if $\Pr[F = 1 | x] \leq \gamma$. By Claim 5.21 and a union
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bound,
\[
\Pr[c_{X,Y} > c_{X,Y}^1 + 2 \log(1/\gamma) \text{ and } F = 1] \leq \Pr[(Y \text{ is bad or } X \text{ is bad}) \text{ and } F = 1] \\
\leq \Pr[F = 1 | Y \text{ is bad}] + \Pr[F = 1 | X \text{ is bad}] \\
\leq 2\gamma. \tag{5.5}
\]

By Markov’s inequality and (5.3) we have
\[
\Pr[c_{X,Y}^1 > IC_D(\Pi) / \gamma \text{ and } F = 1] \leq \Pr[c_{X,Y} > IC_D(\Pi) / \gamma | F = 1] \leq \gamma. \tag{5.6}
\]

Claim 5.20 follows by combining (5.4), (5.5), and (5.6) using a union bound.

Proof of Claim 5.21. Fix \((x, y) \in F^{-1}(1)\). Let \(M_A := M_1, M_3, \ldots\) be the bits sent by Alice, and let \(M_B := M_2, M_4, \ldots\) be the bits sent by Bob. Let \(M_{A,<t} := M_1, M_3, \ldots, M_k\) where \(k\) is the largest odd value < \(t\), and let \(M_{B,<t} := M_2, M_4, \ldots, M_k\) where \(k\) is the largest even value < \(t\).

For the moment, also consider any fixed \(r, r_B\). Consider a separate probability space with random variables \(X^*, M^*\) distributed as \((X, M | y, r, r_B)\), and note that for even \(t\), \(M_t^*\) is a deterministic function of \(M_{A,<t}^*\). For the conditioning notation in the following, let \(x^* := x\). We have
\[
\sum_{\text{odd } t} \mathbb{E}[d_{X,Y,R,M,<t} | x, y, r, r_B] = \sum_{\text{odd } t} \mathbb{E}_{M_{A,<t}^*}[D(M_t^* | m_{A,<t}^*) | x^*] \\
= D(M_A^* | x^*) \\
= D(M_A | x, y, r, r_B) \\
= D(M_A | x, y, r, r_B)
\]

where the middle equality is a direct application of the chain rule for \(D\). Similarly, for any fixed \(r, r_A\), we have
\[
\sum_{\text{even } t} \mathbb{E}[d_{X,Y,R,M,<t} | x, y, r, r_A] = D(M_B | x, y, r, r_A).
\]

Then (no longer fixing any of \(r, r_A, r_B\)) we have
\[
c_{x,y} = \mathbb{E} \left[ \sum_{t} d_{X,Y,R,M,<t} | x, y \right] \\
= \mathbb{E}_{R, R_B} \left[ \sum_{\text{odd } t} \mathbb{E}_{R, R_B}[d_{X,Y,R,M,<t} | x, y, r, r_B] \right] + \mathbb{E}_{R, R_A} \left[ \sum_{\text{even } t} \mathbb{E}_{R, R_A}[d_{X,Y,R,M,<t} | x, y, r, r_A] \right] \\
= \mathbb{E}_{R, R_B} \left[ D(M_A | x, y, r, r_B) \right] + \mathbb{E}_{R, R_A} \left[ D(M_B | x, y, r, r_A) \right] \tag{5.7}
\]
and similarly,
\[ c_{x,y}^{1} = E_{R,R_{B}} \left[ D \left( \frac{M_{A} | x, y, r, r_{B}}{M_{A} | y, r, r_{B}, F = 1} \right) \right] + E_{R,R_{A}} \left[ D \left( \frac{M_{B} | x, y, r, r_{A}}{M_{B} | x, r, r_{A}, F = 1} \right) \right]. \] (5.8)

Note that
\[ D \left( \frac{M_{A} | x, y, r, r_{B}}{M_{A} | y, r, r_{B}} \right) \leq \sum_{m_{A}} \Pr[m_{A} | x, y, r, r_{B}] \cdot \log \left( \frac{\Pr[m_{A} | y, r, r_{B}, F = 1]}{\Pr[m_{A} | y, r, r_{B}]} \right) \leq \log \left( \frac{1}{\Pr[F = 1 | y]} \right) \] (5.9)

and similarly,
\[ D \left( \frac{M_{B} | x, y, r, r_{A}}{M_{B} | x, r, r_{A}} \right) \leq \log \left( \frac{1}{\Pr[F = 1 | x]} \right). \] (5.10)

Claim 5.21 follows by combining (5.7), (5.8), (5.9), and (5.10) using linearity of expectation.

5.6 Basic lemmas

5.6.1 Proof of Lemma 5.14

Write the input to AND_{F}^{k} as \((X_{1}, Y_{1}), \ldots, (X_{k}, Y_{k})\) \sim D^{k}. Let \((R, R_{A}, R_{B})\) be \Pi’\’s randomness and \(M\) be \Pi’\’s messages. It is known (see [BR14, Lemma 3.14 of the ECCC Revision #1 version] and [BM13, Fact 2.3 of the ECCC Revision #1 version]) that

\[ \text{CC}(\Pi) \geq \text{IC}_{D^{k}}(\Pi) \geq \sum_{i=1}^{k} I(R, M ; X_{i} | X_{1,\ldots,i-1}, Y_{i}, Y_{i+1,\ldots,k}) + I(R, M ; Y_{i} | X_{1,\ldots,i-1}, X_{i}, Y_{i+1,\ldots,k}). \]

Therefore there exists \(i\) and \(x_{1,\ldots,i-1}, y_{i+1,\ldots,k}\) such that

\[ \text{CC}(\Pi)/k \geq I(R, M ; X_{i} | x_{1,\ldots,i-1}, Y_{i}, y_{i+1,\ldots,k}) + I(R, M ; Y_{i} | x_{1,\ldots,i-1}, X_{i}, y_{i+1,\ldots,k}) \]

which is exactly IC_{D}(\Pi’) where \Pi’ is the following protocol with input denoted \((X_{i}, Y_{i})\):
1. Sample the same public randomness $R$ as $\Pi$. 
2. Alice privately samples $R_A$ and $X_{i+1, \ldots, k}$ according to $D^{k-i}$ conditioned on $y_{i+1, \ldots, k}$.
3. Bob privately samples $R_B$ and $Y_{1, \ldots, i-1}$ according to $D^{i-1}$ conditioned on $x_{1, \ldots, i-1}$.
4. Run $\Pi$ on $(x_{1, \ldots, i-1}, X_i, X_{i+1, \ldots, k})$, $(Y_{1, \ldots, i-1}, Y_i, y_{i+1, \ldots, k})$ with randomness $(R, R_A, R_B)$.

Trivially, $\text{CC}(\Pi') \leq \text{CC}(\Pi)$. The $\epsilon$-correctness of $\Pi'$ follows from the $\epsilon$-correctness of $\Pi$ since with probability 1, $F(x_j, y_j) = 1$ for $j < i$ and $F(x_j, y_j) = 1$ for $j > i$ and thus

$$(\text{AND} \circ F^k)((x_{1, \ldots, i-1}, X_i, X_{i+1, \ldots, k}), (Y_{1, \ldots, i-1}, Y_i, y_{i+1, \ldots, k})) = F(X_i, Y_i).$$

5.6.2 Proof of Lemma 5.17

Define $\alpha^*$ such that $\log(1/\alpha^*) = \max_D 2\text{WAPP}_{c, D}^\text{cc}(F)$. Consider the following two-player zero-sum game.

- Each pure row strategy is an input $(x, y)$ to $F$.
- Each pure column strategy is a distribution $\mu$ over pairs $(S, b)$, where $S$ is a rectangle and $b \in \{0, 1, \perp\}$, such that $\Pr_{(S, b) \sim \mu}[(x, y) \in S$ and $b \neq \perp] \leq \alpha^*$ holds for each $(x, y)$.
- The payoff to the column player is $P((x, y), \mu) := \Pr_{(S, b) \sim \mu}[(x, y) \in S$ and $b = F(x, y)]$.

We claim that for every mixed row strategy $D$ there exists a pure column strategy $\mu$ such that $E_{(x, y) \sim D}[P((x, y), \mu)] \geq (1 - \epsilon)\alpha^*$. By assumption, there exists a $2\text{WAPP}_{c, D}^\text{cc}$ protocol $\Pi$ with communication cost $c$ and associated $\alpha$ satisfying $c + \log(1/\alpha) \leq \log(1/\alpha^*)$. Assume $\Pi$ only uses public randomness (by making any private randomness public). Consider the distribution $\mu$ over pairs $(S, b)$ sampled as follows:

- with probability $1 - \alpha^* \cdot 2^c/\alpha$, let $S$ be arbitrary and $b = \perp$;
- otherwise, sample the randomness of $\Pi$ and a uniformly random transcript (of which we may assume there are exactly $2^c$ many) from the induced deterministic protocol, and let $(S, b)$ be the rectangle and output of that transcript.

Then for each $(x, y)$,

$$\Pr_{(S, b) \sim \mu}[(x, y) \in S$ and $b \neq \perp] = (\alpha^* \cdot 2^c/\alpha) \cdot \Pr_{\Pi \text{'s randomness}}[\Pi(x, y) \neq \perp].$$

$$\Pr_{\text{uniform transcript}}[\Pi(x, y) \text{ has that transcript}]$$

$$\leq (\alpha^* \cdot 2^c/\alpha) \cdot \alpha \cdot 1/2^c$$

$$= \alpha^*$$

so $\mu$ is a valid pure column strategy. Similarly, for each $(x, y)$ we have $P((x, y), \mu) = (\alpha^*/\alpha) \cdot \Pr_{\Pi \text{'s randomness}}[\Pi(x, y) = F(x, y)]$, and thus

$$E_{(x, y) \sim D}[P((x, y), \mu)] = (\alpha^*/\alpha) \cdot \Pr_{(x, y) \sim D, \Pi \text{'s randomness}}[\Pi(x, y) = F(x, y)] \geq (1 - \epsilon)\alpha^*.$$
Since the set of all pure column strategies $\mu$ forms a polytope, and since $P((x,y),\mu)$ is an affine function of $\mu$ for each $(x,y)$, we may consider w.l.o.g. only the finitely-many pure column strategies that are vertices of the polytope. Thus we may employ the minimax theorem to find a mixed column strategy $\nu$ such that for every pure row strategy $(x,y)$ we have $E_{\mu \sim \nu}[P((x,y),\mu)] \geq (1-\epsilon)\alpha^*$. Consider a protocol $\Pi$ that publicly samples $\mu \sim \nu$ and $(S,b) \sim \mu$, then checks whether $(x,y) \in S$ (with 2 bits of communication) and outputs $b$ if so and $\perp$ if not. Then for each $(x,y)$,

- $\Pr[\Pi(x,y) \neq \perp] = E_{\mu \sim \nu}[\Pr_{(S,b) \sim \mu}[(x,y) \in S \text{ and } b \neq \perp]] \leq E_{\mu \sim \nu}[\alpha^*] = \alpha^*$ by the definition of pure column strategies, and
- $\Pr[\Pi(x,y) = F(x,y)] = E_{\mu \sim \nu}[\Pr_{(S,b) \sim \mu}[(x,y) \in S \text{ and } b = F(x,y)]] = E_{\mu \sim \nu}[P((x,y),\mu)] \geq (1-\epsilon)\alpha^*$.

Thus $\Pi$ witnesses that $2\text{WAPP}_{\epsilon}^*(F) \leq 2 + \log(1/\alpha^*)$. 


Chapter 6

A Composition Theorem for Conical Juntas

Overview. In this chapter, we describe a general method of proving degree lower bounds for conical juntas that compute recursively defined boolean functions. Using the simulation theorem from Chapter 2, we give two applications: AND-OR trees: We show a near-optimal $\tilde{\Omega}(n^{0.753...})$ randomised communication lower bound for the recursive NAND function. This answers an open question posed by Beame and Lawry [BL92, Law93]. Majority trees: We show an $\Omega(2^{0.59k})$ randomised communication lower bound for the 3-majority tree of height $k$. This improves over the state-of-the-art already in the context of randomised decision tree complexity. This chapter is based on the following publication:


6.1 Introduction

The purpose of this chapter is to prove lower bounds on the *degree* $\deg(h)$ (maximum width of a conjunction in $h$) of any conical junta $h$ that computes—even approximately—a given boolean function $f: \{0, 1\}^n \to \{0, 1\}$. More precisely, we study the $\epsilon$-*approximate* conical junta degree of $f$, denoted $\deg_\epsilon(f)$, that is defined as the minimum degree of a conical junta $h$ satisfying

$$\forall x : |h(x) - f(x)| \leq \epsilon.$$

Our main technical result is a *Composition Theorem* that makes it easy to prove conical junta degree lower bounds for functions that are defined from simpler functions via composition. Recall that if $f$ and $g$ are boolean functions on $n$ and $m$ bits, respectively, their *composition* $f \circ g^n$ is the function on $nm$ bits that maps an input $x = (x_1, \ldots, x_n) \in (\{0, 1\}^m)^n$ to the output
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\section*{6.1 Query complexity}

We give applications for two well-studied recursively defined boolean functions; see Figure 6.1.

\begin{theorem}
\[ \deg_{\epsilon}(\text{NAND}^k) \geq \Omega(\log n^{0.753\ldots}) \] for all \( \epsilon \leq 1/n \) where \( n := 2^k \).
\end{theorem}

\begin{theorem}
\[ \deg_{\epsilon}(\text{Maj}_3^k) \geq \Omega(2.59\ldots^k) \] for all \( \epsilon \leq 1/n \) where \( n := 3^k \).
\end{theorem}

\textbf{Discussion of Theorem 6.1.} The function \( \text{NAND}^k \) is computed by a height-\( k \) binary tree consisting of \( \text{NAND} \) gates (a.k.a. \text{AND-OR} tree). A classical result [SW86, San95] states that any randomised decision tree needs to query \( \Omega(\log n^{0.753\ldots}) \) (here \( 0.753\ldots = \log(1 + \sqrt{33}) - 2 \)) many input bits in order to compute \( \text{NAND}^k \) with high probability. This matches an upper bound due to Snir [Sni85]. Our Theorem 6.1 shows that the same lower bound holds even for conical juntas that approximate \( \text{NAND}^k \) sufficiently well. This is a qualitative strengthening of the classical results since conical juntas are relaxations of decision trees. Indeed, a randomised decision tree of depth \( d \) that computes a function \( f \) to within error \( \epsilon > 0 \) can be converted into a degree-\( d \) \( \epsilon \)-approximate conical junta for \( f \)—the reason is the same as for multivariate polynomials.
polynomials [BdW02, Theorem 15]. Speaking of polynomials, Theorem 6.1 should be compared with the fact that the approximate polynomial degree of \( \text{NAND}^k \) is only \( O(\sqrt{n}) \) (and this upper bound holds even for quantum algorithms [ACR+10]).

**Note:** A caveat with Theorems 6.1–6.2 is that we only know how to prove them for \( \epsilon \leq 1/n \). By contrast, one usually takes \( \epsilon = 1/3 \) when studying decision trees, and this is well-known to be w.l.o.g., because the error can be reduced below any \( \epsilon < 1/3 \) with only a factor \( O(\log(1/\epsilon)) \) increase in query complexity. Interestingly, for conical juntas, we showed in Chapter 2 that \( \epsilon \) cannot always be efficiently reduced: for any constants \( \epsilon > \delta > 0 \) there exists a partial function \( f \) with \( \text{deg}_{\epsilon}(f) = 1 \) but \( \text{deg}_{\delta}(f) = \Omega(n) \). For total functions, it is still open whether efficient error reduction is possible (standard techniques [BdW02] at least show that \( \text{deg}_{\epsilon}(f) \) is polynomially related to \( \text{deg}_0(f) \)). In any case, Theorems 6.1–6.2 do indeed imply lower bounds for randomised decision trees with error \( \epsilon = 1/3 \): we simply have to reduce the error below \( 1/n \) first and only then convert the decision tree into a conical junta. This incurs a factor \( \Theta(\log n) \) loss in the value of the lower bound.

**Discussion of Theorem 6.2.** For the reasons discussed above, Theorem 6.2 implies a lower bound of \( \tilde{\Omega}(2^{0.59k}) \geq \Omega(2^{0.59k}) \) (here \( 2^{0.59} = \sqrt{35}/2 \), and the \( \tilde{\Omega} \)-notation hides \( \text{polylog}(n) \) factors) for the randomised query complexity of the recursive majority function \( \text{Maj}_3^k \). This slightly improves over the previous bound of \( \Omega(2^{0.57k}) \) that is the culmination of the line of work [JKS03, LNPV06, Leo13, MNS+15] wielding information theoretic tools. For comparison, a randomised zero-error decision tree of cost \( O(2.65^k) \) is known [MNS+15]. Even though our quantitative improvement in Theorem 6.2 is modest, the theorem nevertheless suggests that our new techniques are rather powerful: they are already competitive with highly optimised prior work, especially [MNS+15].

### 6.1.2 Communication complexity

Using the machinery of Chapter 2 we can now translate Theorems 6.1–6.2 into analogous communication results. The translation incurs some \( \text{polylog}(n) \) factor loss in parameters, which is suppressed by the \( \tilde{\Omega} \)-notation used below. Here \( \text{BPP}^{cc}(F) \) stands for the bounded-error communication complexity of \( F \) under a worst-case Alice–Bob bipartition of the input bits. For our functions, we may take the bipartition to be such that Alice gets the first bit of every bottom gate and Bob gets the rest.

**Theorem 6.3.** \( \text{BPP}^{cc}(\text{NAND}^k) \geq \tilde{\Omega}(n^{0.753}) \).

**Theorem 6.4.** \( \text{BPP}^{cc}(\text{Maj}_3^k) \geq \Omega(2^{0.59k}) \).

**Discussion of Theorem 6.3.** The question of proving a lower bound for the randomised communication complexity of the balanced alternating AND-OR tree (with fan-in 2 gates next to the inputs) having \( n \) leaves was first posed by Beame and Lawry [BL92, Law93] to the
best of our knowledge. They were interested in matching the randomised query complexity bound, towards separating randomised communication complexity from both nondeterministic and co-nondeterministic communication complexity. Two independent works [JKR09, LS10] (building on [JKS03]) arrived at a lower bound of \( \Omega(\frac{n}{2^{O(k)}}) \) (or slightly worse \( \Omega(\frac{n}{k^{O(k)}}) \) in [JKR09]) for the randomised communication complexity of any height-\( k \) unbounded fan-in alternating AND-OR tree (with fan-in 2 gates next to the inputs). While this lower bound is tight when \( k = O(1) \), the bound becomes trivial in the setting of Theorem 6.3 where \( k = \log n \).

This shortcoming was partially addressed by [JKZ10] who showed, via a reduction from set-disjointness, a lower bound of \( \Omega(\sqrt{n}) \) for such AND-OR trees, independently of the height. Our Theorem 6.3 now gives an essentially optimal \( \tilde{\Omega}(n^{0.753...}) \) bound for the particular case of NAND\(^k\).

It remains open whether this lower bound holds for all AND-OR trees (with the appropriate gates next to the inputs). For query complexity, Amano [Ama11a] has come close to settling this question, known as the Saks–Wigderson conjecture [SW86] for the class of read-once formulas (a more general version of the conjecture was recently disproved [ABB+16a]).

**Discussion of Theorem 6.4.** The function \( \text{Maj}_3^k \) has not been studied in communication complexity previously—after all, even its randomised query complexity is not yet completely understood.

### 6.2 Definitions and examples

We write \( h = \sum w_C C \) for a generic conical junta, where the sum ranges over different conjunctions of literals \( C: \{0, 1\}^n \to \{0, 1\} \) and \( w_C \geq 0 \) for each \( C \). Note that \( h: \{0, 1\}^n \to \mathbb{R}_{\geq 0} \). Let \( |C| \) denote the width of a conjunction \( C \), i.e., the number of literals in \( C \). The degree of \( h \), denoted \( \deg(h) \), is defined as the maximum width of a conjunction \( C \) with \( w_C > 0 \). Here, it is helpful to work with a more robust notion of degree that we call *average degree*. The average degree of \( h \), denoted \( \text{adeg}(h) \), is defined as the maximum over all inputs \( x \) of

\[
\text{adeg}_x(h) := \sum w_C |C| C(x) = \sum w_C \text{adeg}_x(C).
\]

In particular, \( \text{adeg}(h) \leq \deg(h) \) in the natural setting where \( h(x) \leq 1 \) for all \( x \). Our definition of average degree is in perfect analogy to the usual definition of cost for randomised zero-error decision trees, namely, charging for the expected number of queries made on a given input.

Indeed, it is not hard to see that any zero-error decision tree of cost \( d \) gives rise to a conical junta of average degree \( d \) computing exactly the same boolean function as the decision tree.

For a boolean function \( f: \{0, 1\}^n \to \{0, 1\} \) we define

- **Degree:** \( \deg(f) \) is the minimum \( \deg(h) \) over all conical juntas \( h \) computing \( f \).
- **Average degree:** \( \text{adeg}(f) \) is the minimum \( \text{adeg}(h) \) over all conical juntas \( h \) computing \( f \).
Approximate degree: $\deg_\epsilon(f)$ is the minimum $\deg(h)$ over all conical juntas $h$ that compute $f$ to within error $\epsilon$, i.e., $h(x) \in f(x) \pm \epsilon$ for all $x$.

6.2.1 Tame examples

For our conical juntas $h_1$ and $h_2$ from (1.1), we have $\text{adeg}(h_1) = \text{adeg}_{10}(h_1) = 3/2 < 2 = \deg(h_1)$ and $\text{adeg}(h_2) = \text{adeg}_{110}(h_2) = 8/3 < 3 = \deg(h_2)$. In fact, $h_1$ and $h_2$ are optimal: $\text{adeg}(\text{OR}) = 3/2$ and $\text{adeg}(\text{Maj}_3) = 8/3$.

This can be seen by solving an LP whose value is $\text{adeg}(f)$, as is discussed shortly. Note that our degree measures are inherently one-sided: $f$ and its negation $\neg f$ need not have the same degree. For example, we have $\text{adeg}(\neg \text{OR}) = 2$ (observe that $\bar{x}_1\bar{x}_2$ is the only conical junta for $\neg \text{OR}$) even though $\text{adeg}(\text{OR}) = 3/2$. (More dramatic gaps can be demonstrated using variations of a function introduced in Chapter 5.) By contrast, $\text{Maj}_3$ is self-dual, $\neg \text{Maj}_3(x_1, x_2, x_3) = \text{Maj}_3(\neg x_1, \neg x_2, \neg x_3)$, so we automatically have $\text{adeg}(\text{Maj}_3) = \text{adeg}(\neg \text{Maj}_3)$.

6.2.2 A wild example!

What is the average degree of $\text{OR} \circ \text{Maj}_3^2$? We can obtain a conical junta for this function starting with the optimal conical juntas $h_1(x), h_2(y), h_2(y) := h_2(\bar{y}_1, \bar{y}_2, \bar{y}_3)$ computing $\text{OR}, \text{Maj}_3, \neg \text{Maj}_3$, respectively, as follows: Let $z^1 = (z_1^1, z_2^1, z_3^1)$ and $z^2 = (z_1^2, z_2^2, z_3^2)$ be fresh variables. Start with $h_1(x)$ and replace every positive literal $x_i$ by $h_2(z_i^1)$ and every negative literal $\bar{x}_i$ by $\bar{h}_2(z_i^2)$. This construction shows that

$$\text{adeg}(\text{OR} \circ \text{Maj}_3^2) \leq 3/2 \cdot 8/3 = 4.$$ 

It would be natural to conjecture that this is tight—but this conjecture is false! There is in fact a more effective conical junta of average degree only $47/12 \approx 3.92$. An analogous phenomenon is well-known in the context of zero-error decision trees: so-called directional decision trees need not be optimal for composed functions [SW86, Ver98, Ama11b].

What of it? This example shows that we cannot hope for a perfect composition theorem for average degree that would determine $\text{adeg}(f \circ g^n)$ solely in terms of $\text{adeg}(f)$, $\text{adeg}(g)$, and $\text{adeg}(\neg g)$, even assuming $\text{adeg}(g) = \text{adeg}(\neg g)$. Consequently, for our LP-based Composition Theorem, we will have to introduce some technical assumptions: to enable the construction of a dual certificate for $\text{adeg}(f \circ g^n)$, we assume we have dual certificates of a special form for $\text{adeg}(f)$, $\text{adeg}(g)$, $\text{adeg}(\neg g)$. The rest of this section develops our LP formalism for average degree.
6.2.3 Generalised input costs

Let us first generalise the definition of $\text{adeg}(h)$ by allowing arbitrary costs $b_0, b_1 \geq 0$ to be assigned to reading the input bits. That is, for a conjunction $C$, we set $|C|_{b_0, b_1} := b_0 \cdot (\# \text{ of } 0\text{'s read by } C) + b_1 \cdot (\# \text{ of } 1\text{'s read by } C)$. In particular, $|C|_{1, 1} = |C|$. Then $\text{adeg}(h; b_0, b_1)$ is defined as the maximum over all inputs $x$ of

$$\text{adeg}_x(h; b_0, b_1) := \sum w_C |C|_{b_0, b_1} C(x) = \sum w_C \text{adeg}_x(C; b_0, b_1).$$

We also introduce some “distributional” notation: for a distribution $D_1$ over $f^{-1}(1)$ we let

$$\text{adeg}_{D_1}(h; b_0, b_1) := \mathbb{E}_{x \sim D_1} \left[ \text{adeg}_x(h; b_0, b_1) \right].$$

For a boolean function $f : \{0, 1\}^n \to \{0, 1\}$ we define

- $\text{adeg}(f; b_0, b_1)$ is the minimum of $\text{adeg}(h; b_0, b_1)$ over all conical juntas $h$ computing $f$.
- $\text{adeg}_{D_1}(f; b_0, b_1)$ is the minimum of $\text{adeg}_{D_1}(h; b_0, b_1)$ over all conical juntas $h$ computing $f$.

It is clear that $\text{adeg}(f; b_0, b_1) \geq \text{adeg}_{D_1}(f; b_0, b_1)$ for all distributions $D_1$. (In fact, it can be shown using the minimax theorem that this inequality can be turned into an equality if we maximise over $D_1$ on the right hand side—however, we do not use this fact.)

6.2.4 An LP for average degree

We formulate $\text{adeg}_{D_1}(f; b_0, b_1)$ as the optimum value of an LP—here the data $f, D_1, b_0, b_1$, is thought of as fixed. We have a nonnegative variable $w_C \geq 0$ for each of the $3^n$ possible conjunctions $C : \{0, 1\}^n \to \{0, 1\}$. Here is the LP:

\[
\begin{align*}
\text{min} & \quad \text{adeg}_{D_1}(\sum w_C C; b_0, b_1) \\
\text{subject to} & \quad \sum w_C C(x) = f(x), & \forall x \\
& \quad w_C \geq 0, & \forall C
\end{align*}
\]

(Primal)

Here is the LP dual; the free variables are packaged into a function $\Psi : \{0, 1\}^n \to \mathbb{R}$.

\[
\begin{align*}
\text{max} & \quad \langle \Psi, f \rangle \\
\text{subject to} & \quad \langle \Psi, C \rangle \leq \text{adeg}_{D_1}(C; b_0, b_1), & \forall C \\
& \quad \Psi(x) \in \mathbb{R}, & \forall x
\end{align*}
\]

(Dual)
Since we are interested in proving lower bounds on average degree, we are only going to need the “weak” form of LP duality: Suppose \( h = \sum w_C C \) is an optimal solution to (Primal). Then any solution \( \Psi \) that is feasible for (Dual) witnesses a lower bound on \( \text{adeg}(f; b_0, b_1) \) like so:

\[
\begin{align*}
\text{adeg}(f; b_0, b_1) & \geq \text{adeg}_{D_1}(f; b_0, b_1) \\
& = \text{adeg}_{D_1}(h; b_0, b_1) \\
& = \sum w_C \text{adeg}_{D_1}(C; b_0, b_1) \\
& \geq \sum w_C \langle \Psi, C \rangle \\
& = \langle \Psi, \sum w_C C \rangle \\
& = \langle \Psi, f \rangle.
\end{align*}
\]

(6.1)

6.3 Statement of the Composition Theorem

We start by defining an \((a_0, a_1; b_0, b_1)\)-certificate for \( f \) as a special collection of certificates witnessing

\[
\begin{align*}
\text{adeg}(f; b_0, b_1) & \geq a_1, \\
\text{adeg}(-f; b_0, b_1) & \geq a_0.
\end{align*}
\]

(6.2)

**Definition 6.5.** Call a function \( \Psi : \{0, 1\}^n \to \mathbb{R} \) balanced if \( \sum_x \Psi(x) = 0 \), and also write \( X_{\geq 0} := \max\{X, 0\} \) for short. An \((a_0, a_1; b_0, b_1)\)-certificate for a function \( f : \{0, 1\}^n \to \{0, 1\} \) consists of four balanced functions \( \{\Psi_v, \hat{\Psi}_v\}_{v=0, 1} \) mapping \( \{0, 1\}^n \to \mathbb{R} \) such that the following hold.

- **Special form:** Functions \( \Psi_0 \) and \( \Psi_1 \) have the form

\[
\Psi_v = a_v(D_v - D_{1-v}), \tag{6.3}
\]

where \( D_v \) is a distribution over \( f^{-1}(v) \). Moreover, \( \hat{\Psi}_v \) is supported on \( f^{-1}(v) \).

- **Feasibility:** For all conjunctions \( C \) and \( v \in \{0, 1\} \),

\[
\langle \Psi_v, C \rangle_{\geq 0} + \langle \hat{\Psi}_v, C \rangle \leq \text{adeg}_{D_v}(C; b_0, b_1). \tag{6.4}
\]

**Theorem 6.6** (Composition Theorem). Suppose \( f \) admits an \((a_0, a_1; b_0, b_1)\)-certificate and \( g \) admits a \((b_0, b_1; 1, 1)\)-certificate. Then \( f \circ g^n \) admits an \((a_0, a_1; 1, 1)\)-certificate.

**Discussion.** First, we note that (6.4) actually packs together two linear inequalities; it would be equivalent to require that both \( \Psi_v + \hat{\Psi}_v \) and \( \hat{\Psi}_v \) are feasible for (Dual), namely that

\[
\begin{align*}
\langle \Psi_v + \hat{\Psi}_v, C \rangle & \leq \text{adeg}_{D_v}(C; b_0, b_1), \\
\langle \hat{\Psi}_v, C \rangle & \leq \text{adeg}_{D_v}(C; b_0, b_1). \tag{6.4'}
\end{align*}
\]
Here $\Psi_1 + \hat{\Psi}_1$ is the main attraction: it witnesses a lower bound of $\langle \Psi_1 + \hat{\Psi}_1, f \rangle = \langle \Psi_1, f \rangle + \langle \hat{\Psi}_1, f \rangle = a_1 + 0 = a_1$ for $\text{adeg}(f; b_0, b_1)$ as promised above (6.2); similarly, $\Psi_0 + \hat{\Psi}_0$ witnesses the complementary lower bound $\text{adeg}(\neg f; b_0, b_1) \geq a_0$.

The requirement that $\Psi_1 + \hat{\Psi}_1$ must be balanced is perhaps our most critical assumption. We use it to manoeuvre around the counterexample of Section 6.2.2: we have adeg($\text{Maj}_3$) = 8/3, while the best balanced solution to (Dual) only witnesses the lower bound $\text{adeg}(\text{Maj}_3) \geq 5/2$ (see also Figure 6.3). The requirement that $\hat{\Psi}_v$ is feasible for (Dual) is merely a technical assumption that helps us in the upcoming proof (akin to a “strengthened induction hypothesis”); we do not know whether the theorem is true without this condition. Another technical assumption is (6.3), which allows us to assume that $\Psi_1$ and $\Psi_0$ have opposite signs: $\Psi_1 = -a_1/a_0 \cdot \Psi_0$.

Some simple certificates are illustrated in Figures 6.2–6.3. Their feasibility can be checked by hand. For more involved functions, certificates can in principle be found via a computer search (using computers is not uncommon even in “lower bounds” research [Ama14a]). We will in fact use this approach for $\text{Maj}_3^b$ in Section 6.5.

### 6.4 Proof of the Composition Theorem

Let $\{\Psi_v, \hat{\Psi}_v\}_{v=0,1}$ and $\{\Phi_v, \hat{\Phi}_v\}_{v=0,1}$ be the certificates for $f$ and $g$, respectively. Our goal is to construct a certificate $\{\Upsilon_v, \hat{\Upsilon}_v\}_{v=0,1}$ for $f \circ g^n$. We use the following notation:

$$
\Psi_v := a_v(F_v - F_{1-v}), \quad \Phi_v := b_v(G_v - G_{1-v}), \quad \Upsilon_v := a_v(D_v - D_{1-v}).
$$

By assumption, the distribution $F_v$ is supported on $f^{-1}(v)$ and $G_v$ is supported on $g^{-1}(v)$. We will define $D_v$ to be supported on $(f \circ g^n)^{-1}(v)$.

#### 6.4.1 Construction

**Lifts.** Let $\Gamma: \{0,1\}^n \rightarrow \mathbb{R}$ and suppose that for each $y \in \{0,1\}^n$ we have a function $H_y: \{0,1\}^{mn} \rightarrow \mathbb{R}$ supported on $(g^n)^{-1}(y) = g^{-1}(y_1) \times \cdots \times g^{-1}(y_n)$. The lift of $\Gamma$ by $H$ is

$$
\Gamma^H := \sum_{y \in \{0,1\}^n} \Gamma(y) \cdot H_y.
$$

In particular, if $\Gamma$ and the $H_y$’s are probability distributions, so is $\Gamma^H$. Note also that if $\Gamma$ is supported on $f^{-1}(v)$, then $\Gamma^H$ is supported on $(f \circ g^n)^{-1}(v)$.

**New certificate.** Write $G_y := G_{y_1} \times \cdots \times G_{y_n}$ for the canonical product distribution on $(g^n)^{-1}(y)$. We also need a modified version of $G_y$, denoted $(G_i \hat{\Phi})_y$ where $i \in [n]$, that has a copy of $\hat{\Phi}_{y_i}$ in place of $G_{y_i}$; more formally

$$
(G_i \hat{\Phi})_y(x) := \hat{\Phi}_{y_i}(x_i) \cdot \prod_{j \neq i} G_{y_j}(x_j).
$$
**Figure 6.2**: A \((2b_1, b_0 + \frac{1}{2}b_1; b_0, b_1)\)-certificate for NAND: \(\{0,1\}^2 \rightarrow \{0,1\}\) that is valid for all \(b_0, b_1 \geq 0\). The 1-inputs NAND\(^{-1}(1)\) are highlighted in gray. For feasibility, there are 6 equivalence classes (see Section 6.5.2) of conjunctions to check: \(\{**, 0, 1, 00, 10, 11\}\).

**Figure 6.3**: A \((\frac{5}{2}, 1, 1)\)-certificate for Maj\(_3\): \(\{0,1\}^3 \rightarrow \{0,1\}\). The 1-inputs Maj\(_3^{-1}(1)\) are highlighted in gray. Only \(\Psi_1, \hat{\Psi}_1\) are shown as \(\Psi_0, \hat{\Psi}_0\) are defined via self-duality. Here \(D_v\) is uniform on inputs of Hamming weight \(v + 1\). For feasibility, there are 10 equivalence classes of conjunctions to check: \(\{***, **0, *0, 10, 11, 00, 100, 110, 111\}\). Note that for any \(\alpha \geq 0\), we can obtain an \((\frac{5}{2}\alpha, \frac{5}{4}\alpha; \alpha, \alpha)\)-certificate by simply scaling the functions \(\Psi_v, \hat{\Psi}_v\) by \(\alpha\).
Note that \((G \hat{\Phi})_y\) is a balanced function supported on \((g^n)^{-1}(y)\). We now define \(\{\Upsilon_v, \hat{T}_v\}_{v=0,1}\) by
\[
\Upsilon_v := \Psi^G_v,
\hat{T}_v := \hat{\Psi}^G_v + \sum_{i=1}^n F_{v}^{G\Phi}.
\]
(6.5)
Since \(\Psi^G_v = a_v(F^G_v - F^G_{1-v})\), we have \(D_v = F^G_v\). It is also easy to check that \(\hat{T}_v\) is a balanced function supported on \((f \circ g^n)^{-1}(v)\). Hence \(\{\Upsilon_v, \hat{T}_v\}_{v=0,1}\) is of the special form required of an \((a_0, a_1; 1, 1)\)-certificate for \(f \circ g^n\). The interesting part is to verify the feasibility condition (6.4).

6.4.2 Feasibility

Fix a conjunction \(C\) in the domain of \(f \circ g^n\). Our goal is to show
\[
\langle \Psi^G_v, C \rangle_{\geq 0} + \langle \hat{\Psi}^G_v + \sum_i F_{v}^{G\Phi}, C \rangle \leq \text{adeg}_{D_v}(C) \quad (6.6)
\]

**Extracting a conical junta from \(C\).** Our analysis will be centered around a conical junta \(h(y)\), defined below, that computes the acceptance probability \(\Pr_{x \sim G_y}[C(x) = 1] = \mathbb{E}_{x \sim G_y}[C(x)] = \langle G_y, C \rangle\). In a certain sense, \(h\) serves as a projection of \(C\) to the domain of \(f\). Write \(C(x) = \prod_{i=1}^n C_i(x_i)\) where \(C_i\) is a conjunction depending only on \(x_i\). Since \(G_y\) is a product distribution,
\[
\langle G_y, C \rangle = \prod_{i=1}^n \langle G_{y_i}, C_i \rangle =: \prod_{i=1}^n p_{i,y_i},
\]
where we wrote \(p_{i,v} := \langle G_v, C_i \rangle \in \mathbb{R}_{\geq 0}\) for short. Fix \(y^* \in \{0, 1\}^n\) such that \(p_{i,y_i^*} \geq p_{i,1-y_i^*}\) for all \(i\). We now define \(h(y)\) that computes \(\langle G_y, C \rangle\):
\[
h(y) := \prod_{i=1}^n (p_{i,1-y_i^*} + \underbrace{(p_{i,y_i^*} - p_{i,1-y_i^*}) \cdot \ell_i}_{\geq 0}) \quad \text{where literal } \ell_i \text{ is } \begin{cases} y_i & \text{if } y_i^* = 1, \\ \bar{y}_i & \text{if } y_i^* = 0. \end{cases} \quad (6.7)
\]
This product expression can be expanded into a conical combination of conjunctions, \(h = \sum \ell_i T\), in the natural way, but the above "implicit" form is more concise.

Next, we record two properties of \(h\) that will suffice for the remaining analysis.

**Lemma 6.7.** \(\text{adeg}_y(h; b_0, b_1) = \sum_i \langle \Phi_{y_i}, C_i \rangle_{\geq 0} \prod_{j \neq i} \langle G_{y_j}, C_j \rangle\).

**Proof.** Write \(h = \sum \ell_i T\). We compute the average degree by summing together the weights \(\sum_{T \ni \ell_i} \ell_i T(y)\) contributed by each of the \(n\) literals \(\ell_i\), i.e.,
\[
\text{adeg}_y(h; b_0, b_1) = \sum_i |\ell_i|_{b_0, b_1} \cdot \sum_{T \ni \ell_i} \ell_i T(y).
\]
If \(i\) is such that \(y_i \neq y_i^*\), we have \(\ell_i(y) = 0\) and so \(T(y) = 0\) for all \(T \ni \ell_i\); hence \(\ell_i\) contributes no weight in this case. Suppose then that \(i\) is such that \(y_i = y_i^*\); here we can write
\[
h(y) = p_{i,1-y_i} \prod_{j \neq i} p_{j,y_j} + \ell_i \cdot (p_{i,y_i} - p_{i,1-y_i}) \prod_{j \neq i} p_{j,y_j}.
\]
The conjunctions $T$ underlying the first term do not involve $\ell_i$, so they contribute no weight for $\ell_i$. The conjunctions $T$ underlying the second term all involve $\ell_i$ and contribute a total weight of $(p_i y_i - p_i 1 - y_i) \prod_{j \neq i} p_{j, y_j}$. Altogether we get

$$\text{adeg}_y (h; b_0, b_1) = \sum_i |\ell_i| b_0, b_1 \cdot \sum_{T \ni \ell_i} w_T (y) = \sum_i b_i (p_i y_i - p_i 1 - y_i) \prod_{j \neq i} p_{j, y_j}$$

Lemma 6.8. $\langle \Gamma, h \rangle = \langle \Gamma^G, C \rangle$ for all $\Gamma: \{0, 1\}^n \rightarrow \mathbb{R}$.

Proof. We calculate

$$\langle \Gamma, h \rangle = \sum_y \Gamma(y) h(y) = \sum_y \Gamma(y) \langle G_y, C \rangle = \sum_y \Gamma(y) \left[ \sum_x G_y(x) C(x) \right] = \sum_x \left[ \sum_y \Gamma(y) G_y(x) \right] C(x) = \sum_x \Gamma^G(x) C(x) = \langle \Gamma^G, C \rangle.$$

Analysis. Let us expand the right hand side of the desired inequality (6.6):

$$\text{adeg}_{D_v} (C) = |C| \cdot \langle F_v^G, C \rangle = \mathbb{E}_{y \sim F_v} \left[ |C| \cdot \langle G_y, C \rangle \right] = \mathbb{E}_{y \sim F_v} \left[ \left( \sum_i |C_i| \right) \cdot \prod_{j \neq i} \langle G_{y_j}, C_j \rangle \right] = \mathbb{E}_{y \sim F_v} \left[ \sum_i |C_i| \langle G_{y_i}, C_i \rangle \prod_{j \neq i} \langle G_{y_j}, C_j \rangle \right] = \mathbb{E}_{y \sim F_v} \left[ \sum_i \text{adeg}_{G_{y_i}} (C_i) \prod_{j \neq i} \langle G_{y_j}, C_j \rangle \right].$$

Substituting our hypothesis $\text{adeg}_{G_{y_i}} (C_i) \geq \langle \Phi_{y_i}, C_i \rangle \geq 0 + \langle \hat{\Phi}_{y_i}, C_i \rangle$ into the above, we obtain

$$\text{adeg}_{D_v} (C) \geq \mathbb{E}_{y \sim F_v} \left[ \sum_i \langle \Phi_{y_i}, C_i \rangle \prod_{j \neq i} \langle G_{y_j}, C_j \rangle \right] \tag{I} + \mathbb{E}_{y \sim F_v} \left[ \sum_i \langle \hat{\Phi}_{y_i}, C_i \rangle \prod_{j \neq i} \langle G_{y_j}, C_j \rangle \right] \tag{II}.$$

For the first term,

$$\text{adeg}_{D_v} (C) = \mathbb{E}_{y \sim F_v} \left[ \text{adeg}_y (h; b_0, b_1) \right] \tag{Lemma 6.7} \geq \langle \Psi_v, h \rangle + \langle \hat{\Psi}_v, h \rangle \tag{Feasibility of $\{\Psi_v, \hat{\Psi}_v\}$ and (6.1)} \geq \langle \Psi_v^G, C \rangle + \langle \hat{\Psi}_v^G, C \rangle. \tag{Lemma 6.8}$$
For the second term,

\[(II) = \mathbb{E}_{y \sim F_v} \left[ \sum_i \langle (G^{\hat{\Phi}})_y, C \rangle \right] = \langle \sum_i F_v^{G^{\hat{\Phi}}}, C \rangle.\]

Combining these yields (6.6). This concludes the proof of Theorem 6.6.

6.5 Approximate degree lower bounds

In this section we prove Theorems 6.1–6.2 using the Composition Theorem. We begin by observing that \((a_0, a_1; b_0, b_1)-certificates \{\Psi_v, \hat{\Psi}_v\}_{v=0, 1}\) also yield lower bounds for approximate degree, if the 1-norm \(\|\hat{\Psi}_1\|_1\) is not too large. We call \(\{\Psi_v, \hat{\Psi}_v\}_{v=0, 1}\) an \((a_0, a_1; b_0, b_1; c)\)-certificate if \(\max_v \|\hat{\Psi}_v\|_1 \leq c\).

Lemma 6.9. Suppose \(f\) admits an \((a_0, a_1; 1, 1; c)\)-certificate. If \(\epsilon \leq 1/4 \) and \(c \cdot \epsilon \leq a_1/4\), then

\[\deg_\epsilon(f) \geq \Omega(a_1).\]

Proof. Fix a certificate \(\{\Psi_v, \hat{\Psi}_v\}_{v=0, 1}\) for \(f\) and suppose \(\deg_\epsilon(f) = \deg(h)\) where \(h\) is a conical junta with \(\|h - f\|_\infty \leq \epsilon\). Since \(h(x) \leq 1 + \epsilon\) for all \(x\), we have

\[\deg(h) \geq (1 + \epsilon)^{-1} \text{adeg}(h) \geq \Omega(\text{adeg}(h)).\]

Now we calculate

\[\text{adeg}(h) \geq \langle \Psi_1 + \hat{\Psi}_1, h \rangle \geq \langle \Psi_1 + \hat{\Psi}_1, h - f \rangle \geq a_1 - |\langle \Psi_1 + \hat{\Psi}_1, h - f \rangle| \geq a_1 - \|\Psi_1 + \hat{\Psi}_1\|_1 \cdot \|h - f\|_\infty \geq a_1 - (\|\Psi_1\|_1 + \|\hat{\Psi}_1\|_1) \cdot \epsilon \geq a_1 - (2a_1 + c) \cdot \epsilon \geq a_1/4.\]

We use the following version of the Composition Theorem where the bounds on 1-norms (following immediately from the definition (6.5)) are made explicit.

Theorem 6.10. Suppose \(f\) admits an \((a_0, a_1; b_0, b_1; c)\)-certificate and \(g\) admits a \((b_0, b_1; 1, 1; d)\)-certificate. Then \(f \circ g^n\) admits an \((a_0, a_1; 1, 1; c + nd)\)-certificate.

6.5.1 Proof of Theorem 6.1

We iteratively apply Theorem 6.10 as follows.

1. Assume we have an \((\alpha_k, \beta_k; 1, 1; \gamma_k)\)-certificate for \(\text{NAND}^\circ k\) where \(\gamma_k \geq \alpha_k, \beta_k\).
2. Obtain a \((2\beta_k, \alpha_k + \frac{1}{2}\beta_k; \alpha_k, \beta_k; \beta_k)\)-certificate for NAND from Figure 6.2.
3. Compose the above to get an \((\alpha_{k+1}, \beta_{k+1}; 1, 1; \gamma_{k+1})\)-certificate for NAND\(^{\alpha(k+1)}\) where

\[
\begin{align*}
\alpha_{k+1} &:= 2\beta_k, \\
\beta_{k+1} &:= \alpha_k + \beta_k/2, \\
\gamma_{k+1} &:= \beta_k + 2\gamma_k.
\end{align*}
\]

Note that \(\alpha_{k+1}, \beta_{k+1} \leq \gamma_{k+1} \leq 3\gamma_k\). Starting with \(\alpha_0 = \beta_0 = \gamma_0 = 1\) these recurrences (famously [SW86]) evaluate to \(\alpha_k, \beta_k = \Theta(\gamma_k^{0.753...})\) where \(n := 2^k\). In addition, \(\gamma_k \leq 3^k \leq n^{1.6}\). Now take \(\epsilon \leq 1/n\) in Lemma 6.9 to prove Theorem 6.1.

### 6.5.2 Computer search for certificates

Iteratively composing (scaled versions of) the \((5/2, 5/2; 1, 1)\)-certificate given in Figure 6.3 would yield only an \(\Omega(2.5^k)\) lower bound for \(\text{Maj}_3^{\alpha k}\). This is the best possible for our approach if we were
to just compose certificates for individual $\text{Maj}_3$ functions. To obtain a better lower bound, we can instead directly find a certificate for $\text{Maj}_3^\ell$ where $\ell$ is a small constant, and then compose that certificate. Table 6.1 gives certificates for $\text{Maj}_3^\ell$ for height up to $\ell = 3$. We used a computer to solve the dual LP (Dual), with the additional restriction that $\Psi(=\Psi_1+\hat{\Psi}_1)$ should be balanced. The best balanced $\Psi$ happened to satisfy the other conditions required by our Definition 6.5.

**Notes on implementation.** For computational efficiency, it is useful to prune the search space by eliminating symmetries. The symmetries of $\text{Maj}_3^\ell$ (permutations of input coordinates that do not change the value of the function) are the symmetries of the underlying height-$\ell$ ternary tree. These symmetries partition the set of inputs and the set of conjunctions into equivalence classes: two inputs/conjunctions are “equivalent” if one can be mapped to the other by a symmetry. The set of feasible solutions to the LP is also invariant under these symmetries. It follows that we may look w.l.o.g. for a $\Psi$ that is invariant, i.e., uniform on each equivalence class. (Indeed, if $\Psi$ is any feasible solution, we obtain an invariant solution by averaging $\Psi$ over all the symmetries.) Thus we need only maintain one variable in the LP per equivalence class $X \subseteq \{0,1\}^n$ recording the total weight $\sum_{x \in X} \Psi(x)$ of that class. Also, for such invariant $\Psi$, we need only check the LP feasibility constraint $\langle \Psi, C \rangle \leq \text{ade}g_{D_1}(C; b_0, b_1)$ for a single representative $C$ from each class of conjunctions.

The optimal height-2 certificate happens to have the same support as the certificate produced by our Composition Theorem starting with two height-1 certificates. Inspired by this, in order to speed up the search for height 3, we only optimised over those $\Psi$ whose support coincides with that coming from the Composition Theorem—this LP has only 9 variables (i.e., equivalence classes of inputs), but well over 100,000 constraints (i.e., equivalence classes of conjunctions).

It is open to analyse height 4. Is there an efficient separation oracle for (Dual)?

### 6.5.3 Proof of Theorem 6.2

Table 6.1 defines a certificate for $\text{Maj}_3^3$ with parameters $(35/2, 35/2; 1, 1; 19)$ and we may scale the certificate by any scalar $\alpha \geq 0$ to obtain one with parameters $((35/2)\alpha, (35/2)\alpha; \alpha, \alpha; 19\alpha)$. Using Theorem 6.10 iteratively as in Section 6.5.1, we get a certificate for $\text{Maj}_3^k$ with parameters $((35/2)^{k/3}, (35/2)^{k/3}; 1, 1; 28^{k/3} \cdot 19)$.

Here $(35/2)^{k/3} \geq n^{0.8}$ and $28^{k/3} \cdot 19 \leq n^{1.1}$ where $n := 3^k$. Hence we may apply Lemma 6.9 with $\epsilon \leq 1/n$ to conclude an $\epsilon$-approximate degree lower bound of $\Omega((35/2)^{k/3}) = \Omega(2.59^k)$.

### 6.6 Communication lower bounds

In this section we prove Theorems 6.3–6.4 by applying the main result of Chapter 2: a simulation of randomised communication protocols by conical juntas. To this end, let $\text{IP}_b : \{0,1\}^b \times \{0,1\}^b \rightarrow \{0,1\}$ be
{0, 1} be the two-party (Alice has \( x \), Bob has \( y \)) inner-product function given by

\[
\text{IP}_b(x, y) := \langle x, y \rangle \mod 2.
\]

Let \( \text{BPP}_{\epsilon}^{cc}(F) \) denote the randomised \( \epsilon \)-error communication complexity of \( F : \mathcal{X} \times \mathcal{Y} \rightarrow \{0, 1\} \).

The following is a corollary of Theorem 2.35 (the original formulation there talks about \( \text{WAPP}^d_\epsilon(f) \) which is the same as \( \deg_\epsilon(f) \); moreover, the result is stated for \( \epsilon = \Theta(1) \), but the theorem is true more generally for \( \epsilon = 2^{-\Theta(b)} \)).

**Theorem 6.11.** Let \( \epsilon := 1/n \) and \( b := \Theta(\log n) \) (with a large enough implicit constant). For any \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) we have

\[
\text{BPP}_{\epsilon/2}^{cc}(f \circ \text{IP}_b^n) \geq \Omega(\deg_\epsilon(f) \cdot b).
\]

Let us prove Theorem 6.3 (a similar argument works for Theorem 6.4). A key observation (also made in [JKZ10, §3]) is that \( \text{IP}_b = \text{XOR}_b \circ \text{AND}^b \) reduces to computing a binary NAND tree on \( O(b^2) \) bits. To see this, think of the \( b \)-bit parity function \( \text{XOR}_b \) as a height-\((\log b)\) binary tree of \( \text{XOR} \) gates. Each such \( \text{XOR} \) gate can be rewritten as a height-2 NAND tree (with some negations on inputs):

\[
\begin{array}{c}
\text{\text{XOR}} \\
\hline
\text{x} \quad \text{y}
\end{array}
\sim
\begin{array}{c}
\text{\text{NAND}} \\
\hline
\text{\bar{x}} \quad \text{\bar{y}} \quad \text{\bar{x}} \quad \text{\bar{y}} \\
\hline
\text{x} \quad \text{y} \quad \text{x} \quad \text{y}
\end{array}
= \begin{array}{c}
\text{\text{NAND}} \quad \text{\text{NAND}} \\
\hline
\text{\bar{x}} \quad \text{\bar{y}} \quad \text{\bar{x}} \quad \text{\bar{y}} \\
\hline
\text{x} \quad \text{y} \quad \text{x} \quad \text{y}
\end{array}
\]

In the binary \( \text{XOR} \) tree, replace the top \( \text{XOR} \) gate with this NAND tree (this involves making copies of some subtrees), push the negations to inputs, and repeat recursively. This gives us a height-\((2 \log b)\) NAND tree. Moreover, the bottom layer of \( \text{AND} \) gates in \( \text{IP}_b \) is also easily simulated by NAND gates. Consequently, for some \( N := \Theta(nb^2) \), the communication matrix of \( \text{NAND}^\circ \log n \circ \text{IP}_b^n \) appears as a submatrix of \( \text{NAND}^\circ \log N \) (relative to some bipartition of the input given by the reduction).

We can now derive Theorem 6.3—here \( \epsilon \) and \( b \) are defined as in Theorem 6.11, and \( \gtrsim \) means that we ignore \( \text{polylog}(N) \) factors.

\[
\begin{align*}
\text{BPP}_{1/3}^{cc}(\text{NAND}^\circ \log N) & \gtrsim \text{BPP}_{\epsilon/2}^{cc}(\text{NAND}^\circ \log N) & \text{(Error reduction)} \\
& \gtrsim \text{BPP}_{\epsilon/2}^{cc}(\text{NAND}^\circ \log n \circ \text{IP}_b^n) & \text{(Key observation)} \\
& \gtrsim \deg_\epsilon(\text{NAND}^\circ \log n) & \text{(Theorem 6.11)} \\
& \gtrsim n^{0.753...} & \text{(Theorem 6.1)} \\
& = \tilde{\Theta}(N^{0.753...}).
\end{align*}
\]
Chapter 7

Lower Bounds via Critical Block Sensitivity

Overview. In this chapter, we use critical block sensitivity, a new complexity measure introduced by Huynh and Nordström [HN12], to study the communication complexity of search problems. To begin, we give a simple new proof of the following central result of Huynh and Nordström: if \( S \) is a search problem with critical block sensitivity \( b \), then every randomised two-party protocol solving the composed problem \( S \circ g^n \) (where \( g \) is a certain constant-size gadget) requires \( \Omega(b) \) bits of communication. Besides simplicity, our proof has the advantage of generalising to the multi-party setting. We obtain the following applications.

- **Monotone circuit depth:** We exhibit a monotone \( n \)-variable function in \( \text{NP} \) whose monotone circuits require depth \( \Omega(n/\log n) \); previously, a bound of \( \Omega(\sqrt{n}) \) was known [RW92]. Moreover, we prove a \( \Theta(\sqrt{n}) \) monotone depth bound for a function in monotone \( \text{P} \).

- **Proof complexity:** We prove new rank lower bounds as well as obtain the first length–space lower bounds for semi-algebraic proof systems, including Lovász–Schrijver and Lasserre (SOS) systems. In particular, these results extend and simplify the works of Beame et al. [BPS07] and Huynh and Nordström.

This chapter is based on the following publication:


7.1 Introduction

Apart from their intrinsic interest, communication lower bounds for search problems find applications in two major areas of complexity theory.
1. **Circuit complexity:** A famous theorem of Karchmer and Wigderson [KW88] states that for all boolean functions $f$, the minimum depth of a circuit computing $f$ is equal to the communication complexity of a certain search problem, called the Karchmer–Wigderson (KW) game for $f$. While it still remains a major open problem to prove general depth lower bounds for explicit boolean functions, KW-games have permitted progress in *monotone* circuit complexity: there are monotone depth lower bounds for graph connectivity [KW88], clique functions [GH92, RW92], perfect matchings [RW92], and functions in monotone P [RM99]. See also Chapter 7 in Jukna’s book [Juk12].

2. **Proof complexity:** Impagliazzo et al. [IPU94] (see also [Juk12, S19.3]) introduced an analogue of KW-games to proof complexity. They showed how small tree-like Cutting Planes refutations of an unsatisfiable CNF formula $F$ can be converted into efficient *two-party* communication protocols for a certain canonical search problem associated with $F$. More recently, Beame et al. [BPS07] extended this connection by showing that suitable lower bounds for *multi-party* protocols imply degree/rank lower bounds for many well-studied semi-algebraic proof systems, including Lovász–Schrijver [LS91], Positivstellensatz [Gri01], Sherali–Adams [SA90], and Lasserre (SOS) [Las01] systems. In parallel to these developments, Huynh and Nordström [HN12] have also found a new kind of simulation of space-bounded proofs by communication protocols. They used this connection to prove length–space lower bounds in proof complexity.

In this chapter we obtain new randomised lower bounds for search problems in both two-party and multi-party settings. Our proofs are relatively simple reductions from the *set-disjointness* function, the canonical NP-complete problem in communication complexity. These results allow us to derive, almost for free, new lower bounds in the above two application domains.

1. **Monotone depth:** We introduce a certain monotone encoding of the CSP satisfiability problem and prove an $\Omega(n/\log n)$ monotone depth lower bound for it, where $n$ is the number of input variables. Previously, the best bound for an explicit monotone function (perfect matchings) was $\Omega(\sqrt{n})$ due to Raz and Wigderson [RW92]. Moreover, we prove a $\Theta(\sqrt{n})$ monotone depth bound for a function in monotone P.

2. **Rank, length, and space:** We obtain new rank lower bounds for a family of semantic polynomial threshold proof systems called $T^{cc}(k)$, which includes many of the semi-algebraic proof systems mentioned above. This extends and simplifies the work of Beame et al [BPS07]. We also extend the length–space lower bound of Huynh and Nordström [HN12] to hold for $T^{cc}(k)$ systems of degree up to $k = (\log n)^{1-o(1)}$. In particular, this yields the first nontrivial length–space lower bounds for dynamic SOS proofs of this degree.

We state these results more precisely shortly, once we first formalise our basic communication complexity setup.
7.1.1 Starting point: Critical block sensitivity

We build on the techniques recently introduced by Huynh and Nordström [HN12]. They defined a new complexity measure for search problems called critical block sensitivity, which is a generalisation of the usual notion of block sensitivity for functions (see [BdW02] for a survey). They used this measure to give a general method of proving lower bounds for composed search problems in the two-party communication model. These notions will be so central to us that we proceed to define them immediately.

A search problem on \( n \) variables is a relation \( S \subseteq \{0,1\}^n \times Q \) where \( Q \) is some set of possible solutions. On input \( \alpha \in \{0,1\}^n \) the search problem is to find a solution \( q \in Q \) that is feasible for \( \alpha \), that is, \((\alpha,q) \in S\). We assume that \( S \) is such that all inputs have at least one feasible solution. An input is called critical if it has a unique feasible solution.

Definition 7.1 (Critical block sensitivity [HN12]). Fix a search problem \( S \subseteq \{0,1\}^n \times Q \). Let \( f \subseteq S \) denote a total function that solves \( S \), i.e., for each input \( \alpha \in \{0,1\}^n \) the function picks out some feasible solution \( f(\alpha) \) for \( \alpha \). We denote by \( \text{bs}(f,\alpha) \) the usual block sensitivity of \( f \) at \( \alpha \). That is, \( \text{bs}(f,\alpha) \) is the maximal number \( bs \) such that there are disjoint blocks of coordinates \( B_1, \ldots, B_{bs} \subseteq [n] \) satisfying \( f(\alpha) \neq f(\alpha^{B_i}) \) for all \( i \); here, \( \alpha^{B_i} \) is the same as \( \alpha \) except the input bits in coordinates \( B_i \) are flipped. The critical block sensitivity of \( S \) is defined as

\[
cbs(S) := \min_{f \subseteq S} \max_{\text{critical } \alpha} \text{bs}(f,\alpha).
\]

We note immediately that \( cbs(S) \) is a lower bound on the deterministic decision tree complexity of \( S \). Indeed, a deterministic decision tree defines a total function \( f \subseteq S \) and on each critical input \( \alpha \) the tree must query at least one variable from each sensitive block of \( f \) at \( \alpha \) (see [BdW02, Theorem 9]). It turns out that \( cbs(S) \) is also a lower bound on the randomised decision tree complexity (see Theorem 7.2 below).

7.1.2 Composed search problems

As is the theme of this thesis, we study composed variants \( S \circ g^n \) of the query complexity problem; see Figure 7.1. In a composed problem, each of the \( n \) input bits of \( S \) are encoded using a small two-party gadget \( g: \mathcal{X} \times \mathcal{Y} \rightarrow \{0,1\} \). As input to \( S \circ g^n \) Alice gets an \( x \in \mathcal{X}^n \) and Bob gets a \( y \in \mathcal{Y}^n \). We think of the pair \( (x,y) \) as encoding the input

\[
\alpha = g^n(x,y) = (g(x_1,y_1), \ldots, g(x_n,y_n))
\]

of the original problem \( S \). The objective is to find a \( q \in Q \) such that \((g^n(x,y),q) \in S\).

7.1.3 Our communication complexity results

We start by giving a simple new proof of the following central result of Huynh and Nordström [HN12]. (Strictly speaking, the statement of the original theorem [HN12] is slightly weaker...
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Figure 7.1: Composing a search problem $S$ with a two-party gadget $g$.

in that it involves an additional “consistency” assumption, which we do not need.)

**Theorem 7.2** (Two-party version). There is a two-party gadget $g : \mathcal{X} \times \mathcal{Y} \to \{0, 1\}$ such that if $S \subseteq \{0, 1\}^n \times Q$ is any search problem, then $S \circ g^n$ has randomised bounded-error communication complexity $\Omega(\text{cbs}(S))$.

Huynh and Nordström proved Theorem 7.2 for the gadget $g = 3\text{IND}$, where $3\text{IND} : [3] \times \{0, 1\}^3 \to \{0, 1\}$ is the indexing function that maps $(x, y) \mapsto y_x$. Their proof used the information complexity approach [CSWY01, BJKS04] and is quite intricate. By contrast, we prove Theorem 7.2 by a direct randomised reduction from the set-disjointness function

$$\text{DISJ}_n(x, y) = (\text{OR}_n \circ \text{AND}^n)(x, y) = \bigvee_{i \in [n]} (x_i \land y_i).$$

In the language of Babai et al. [BFS86] (see also [CP10]) the set-disjointness function is NP-complete in communication complexity: it is easy to certify that $\text{DISJ}_n(x, y) = 1$, and conversely, every two-party function with low nondeterministic complexity reduces efficiently to $\text{DISJ}_n$. Our proof of Theorem 7.2 is inspired by a result of Zhang [Zha09] that essentially establishes Theorem 7.2 in case $S$ is a function and $\text{cbs}(S)$ is simply the standard block sensitivity. The key insight in our proof is to choose $g$ to be random-self-reducible (see Section 7.2 for definitions). Random-self-reducibility is a notion often studied in cryptography and classical complexity theory, but less often in communication complexity. Most notably, random-self-reducibility was used implicitly in [RW92]. The definitions we adopt are similar to those introduced by Feige et al. [FKN94] in a cryptographic context.

Our proof has also the advantage of generalising naturally to the multi-party setting. This time we start with the $k$-party unique-disjointness function $\text{UDISJ}_{k,n}$ and the proof involves the construction of $k$-party random-self-reducible functions $g_k$.

**Theorem 7.3** (Multi-party version). There are $k$-party gadgets $g_k : \mathcal{X}^k \to \{0, 1\}$ with domain size $\log |\mathcal{X}| = k^{o(1)}$ bits per player, such that if $S \subseteq \{0, 1\}^n \times Q$ is any search problem, then $S \circ g_k^n$ has randomised bounded-error communication complexity at least that of $\text{UDISJ}_{k,\text{cbs}(S)}$ (up to constants).

Theorem 7.3 can be applied to the following multi-player communication models.
− **Number-in-hand**: The \(i\)-th player only sees the \(i\)-th part of the input. Here, set-disjointness has been studied under broadcast communication (e.g., [Gro09]) and under private channel communication [BEO+13].

− **Number-on-forehead (NOF)**: The \(i\)-th player sees all parts of the input except the \(i\)-th part [CFL83]. The current best randomised lower bound for \(\text{UDISJ}_k,n\) is \(\Omega(\sqrt{n}/2^k)\) by Sherstov [She13b]. We rely heavily on Sherstov’s result in our proof complexity applications.

In the rest of this introduction we discuss the applications—the impatient reader who wants to see the proofs of Theorems 7.2 and 7.3 can immediately skip to Sections 7.2 and 7.3.

### 7.1.4 CSPs and their canonical search problems

To get the most out of Theorems 7.2 and 7.3 for the purposes of applications, we need to find search problems with high critical block sensitivity but low certificate complexity. Low-degree constraint satisfaction problems (CSPs) capture exactly the latter goal [LNNW95].

**Definition 7.4** \((d\text{-CSPs})\). A CSP \(F\) consists of a set of (boolean) variables \(\text{vars}(F)\) and a set of constraints \(\text{cons}(F)\). Each constraint \(C \in \text{cons}(F)\) is a function that maps a truth assignment \(\alpha: \text{vars}(F) \rightarrow \{0, 1\}\) to either 0 or 1. If \(C(\alpha) = 1\), we say that \(C\) is satisfied by \(\alpha\), otherwise \(C\) is violated by \(\alpha\). Let \(\text{vars}(C)\) denote the smallest subset of \(\text{vars}(F)\) such that \(C\) depends only on the truth values of the variables in \(\text{vars}(C)\). We say that \(F\) is of degree \(d\), or \(F\) is a \(d\text{-CSP}\), if \(|\text{vars}(C)| \leq d\) for all \(C\). Note that \(d\text{-CNF}\) formulas are a special case of \(d\text{-CSPs}\), and conversely, each \(d\text{-CSP}\) can be written as an equivalent \(d\text{-CNF}\) with a factor \(2^d\) blow-up in the number of constraints.

An unsatisfiable CSP \(F\) has no assignment that satisfies all the constraints. Each such \(F\) comes with an associated canonical search problem \(S(F)\).

**Definition 7.5** (Canonical search problems). Let \(F\) be an unsatisfiable CSP. In the search problem \(S(F)\) we are given an assignment \(\alpha: \text{vars}(F) \rightarrow \{0, 1\}\) and the goal is to find a constraint \(C \in \text{cons}(F)\) that is violated by \(\alpha\).

We give new critical block sensitivity lower bounds for the canonical search problems associated with \(\text{Tseitin}\) and \(\text{Pebbling}\) formulas.

### 7.1.5 Sensitivity of Tseitin formulas

Tseitin formulas are well-studied examples of unsatisfiable CSPs that are hard to refute in many proof systems; for an overview, see Jukna [Juk12, §18.7].

**Definition 7.6** (Tseitin formulas). Let \(G = (V, E, \ell)\) be a connected labelled graph of maximum degree \(d\) where the labelling \(\ell: V \rightarrow \{0, 1\}\) has odd Hamming weight. The Tseitin formula \(T_{\text{seq}}G\)
associated with $G$ is the $d$-CSP that has the edges $e \in E$ as variables and for each node $v \in V$ there is a constraint $C_v$ defined by

$$C_v(\alpha) = 1 \iff \sum_{e: v \in e} \alpha(e) \equiv \ell(v) \pmod{2}.$$ 

It follows from a simple parity argument that $T_{\text{se}}G$ is unsatisfiable (see, e.g., Section 7.4.1).

Call $G$ $\kappa$-routable if there is a set $T \subseteq V$ of size $|T| \geq 2\kappa$ such that for any set of $\kappa$ disjoint pairs of nodes of $T$ there are $\kappa$ edge-disjoint paths in $G$ that connect all the pairs. (Note: $\kappa$-routability is usually defined only for $T = V$, but we relax this condition.) The proof of the following theorem appears in Section 7.4.

**Theorem 7.7** (Tseitin sensitivity). If $G$ is $\kappa$-routable, then $\cbs(S(T_{\text{se}}G)) = \Omega(\kappa)$.

Theorem 7.7 can be applied to the following classes of bounded-degree graphs.

- **Grid graphs**: If $G$ is a $\sqrt{n} \times \sqrt{n}$ grid graph, then we can take $\kappa = \Omega(\sqrt{n})$ by letting $T \subseteq V$ be any row (or column) of nodes. This is tight: the deterministic decision tree that solves $S(T_{\text{se}}G)$ using binary search makes $O(\sqrt{n})$ queries.

- **Expanders**: If $G$ is a sufficiently strong expander (e.g., a Ramanujan graph [LPS88]), then we can take $\kappa = \Omega(n/\log n)$ as shown by Frieze et al. [FZ00, Fri01].

- **Connectors**: A $\kappa$-connector is a bounded-degree graph with $\kappa$ inputs $I \subseteq V$ and $\kappa$ outputs $O \subseteq V$ such that for any one-to-one correspondence $\pi: I \to O$ there exist $\kappa$ edge-disjoint paths that connect $i \in I$ to $\pi(i) \in O$. If we merge $I$ and $O$ in a $2\kappa$-connector in some one-to-one manner and let $T = I = O$, we get a $\kappa$-routable graph. Conversely, if $G$ is $\kappa$-routable, we can partition the set $T$ as $I \cup O$ and get a $\kappa$-connector. It is known that simple $\kappa$-connectors with $\kappa = \Theta(n/\log n)$ exist and this bound is the best possible [Pip90]. Thus, the best lower bound provable using Theorem 7.7 is $\Theta(n/\log n)$.

It is well known that the deterministic decision tree complexity of $S(T_{\text{se}}G)$ is $\Omega(n)$ when $G$ is an expander [Urq87]. However, randomised lower bounds—which Theorem 7.7 provides—are more scarce. We are only aware of a single previous result in the direction of Theorem 7.7, namely, Lovász et al. [LNNW95, §3.2.1] announce a lower bound of $\Omega(n^{1/3})$ for the randomised decision tree complexity of $S(T_{\text{se}}G)$ when $G$ is an expander. Our Theorem 7.7 subsumes this.

### 7.1.6 Sensitivity of pebbling formulas

Pebble games have been studied extensively as means to understand time and space in computations; for an overview, see the survey by Nordström [Nor13]. In this chapter we restrict our attention to the simple (black) pebble game that is played on a directed acyclic graph $G$ with a unique sink node $t$ (i.e., having outdegree 0). In this game the goal is to place a pebble on the sink $t$ using a sequence of pebbling moves. The allowed moves are:
A pebble can be placed on a node if its in-neighbours have pebbles on them. In particular, we can always pebble a source node (i.e., having indegree 0).

A pebble can be removed from any pebbled node (and reused later in the game).

The (black) pebbling number of $G$ is the minimum number of pebbles that are needed to pebble the sink node in the pebble game on $G$.

The pebble game on $G$ comes with an associated pebbling formula.

**Definition 7.8** (Pebbling formulas. See [BSW01] and [Nor13, §2.3]). Let $G = (V, E, t)$ be a directed acyclic graph of maximum indegree $d$ where $t$ is a unique sink. The pebbling formula $\text{Peb}_G$ associated with $G$ is the $(d + 1)$-CSP that has the nodes $v \in V$ as variables and the following constraints:

1. The variable corresponding to the sink $t$ is false.
2. For all nodes $v$ with in-neighbours $w_1, \ldots, w_d$, we require that if all of $w_1, \ldots, w_d$ are true, then $v$ is true. In particular, each source node must be true.

It is not hard to see that $\text{Peb}_G$ is unsatisfiable.

Classical complexity measures for $S(\text{Peb}_G)$ include the pebbling number of $G$ (a measure of space) and the deterministic decision tree complexity (a measure of parallel time), which admits many equivalent characterisations [Cha13]. However, these complexity measures are fundamentally deterministic and do not seem to immediately translate into randomised lower bounds, which are needed in our applications. For this reason, Huyhn and Nordström [HN12] devised an elegant ad hoc proof method for their result that, for a pyramid graph $G$ (see Figure 7.6), $\text{cbs}(S(\text{Peb}_G)) = \Omega(n^{1/4})$. Annoyingly, this falls a little short of both the pebbling number $\Theta(\sqrt{n})$ of $G$ and the decision tree complexity $\Theta(\sqrt{n})$ of $S(\text{Peb}_G)$. Here we close this gap by generalising their proof method: we get tight bounds for a different (but related) graph $G$. The proof appears in Section 7.4.

**Theorem 7.9** (Pebbling sensitivity). There are $n$-node bounded-degree graphs $G$ such that

- $G$ has pebbling number $\Theta(\sqrt{n})$.
- $S(\text{Peb}_G)$ has deterministic decision tree complexity $\Theta(\sqrt{n})$.
- $S(\text{Peb}_G)$ has critical block sensitivity $\Theta(\sqrt{n})$.

### 7.1.7 Applications: Monotone depth

**Monotone depth from Tseitin.** Let $G$ be an $\Omega(n/\log n)$-routable graph of bounded degree $d = O(1)$. By Theorem 7.7 the lifted problem $S(T\text{se}_G) \circ g^{O(n)}$ has two-party communication complexity $\Omega(n/\log n)$. By contrast, its nondeterministic communication complexity is just $\log n + O(1)$, since the players can guess a node $v \in V(G)$ and verify that it indeed induces a parity violation (which involves exchanging the inputs to $d = O(1)$ many copies of $g$ associated to edges incident to $v$). It is known that any two-party search problem with nondeterministic
communication complexity $C$ reduces to a monotone KW-game for some monotone $f : \{0, 1\}^N \to \{0, 1\}$ on $N = 2^C$ variables; see Gáli [Gáli01, Lemma 2.3] for an exposition. In our case we get a monotone function on $N = O(n)$ variables whose monotone KW-game complexity—i.e., its monotone depth complexity—is $\Omega(N/\log N)$. Moreover, we make this general connection a bit more explicit in Section 7.5 by showing that our function can be taken to be a monotone variant of the usual CSP satisfiability function.

**Corollary 7.10** (Monotone depth from Tseitin). There is an monotone function in NP on $N$ input bits whose monotone depth complexity is $\Omega(N/\log N)$.

**Monotone depth from pebbling.** We also get perhaps the simplest proof yet of a $n^{\Omega(1)}$ monotone depth bound for a function in monotone $P$. Indeed, we only need to apply a transformation of Raz and McKenzie, described in [RM99, S3], which translates our $\Omega(\sqrt{n})$ communication lower bound for $S(Peb_G) \circ g^{O(n)}$ (coming from Theorems 7.2 and 7.9) to a monotone depth lower bounds for a related “generation” function $\text{GEN}_G$ defined relative to a “lifted” version $G'$ of $G'$. Raz and McKenzie originally studied the case when $G$ is a pyramid graph, and they lifted $S(Peb_G)$ with some poly$(n)$-size gadget (making the number of input bits of $\text{GEN}_G$ a large polynomial in $n$). However, their techniques work for any graph $G$ and any gadget $g$. In our case of constant-size gadgets, we get only constant factor blow-up in parameters; we refer to [RM99, S3] for the details of deriving the following.

**Corollary 7.11** (Monotone depth from pebbling). There is an explicit function $f$ on $N$ input bits such that $f$ admits polynomial size monotone circuits of depth $\Theta(\sqrt{N})$ and any monotone circuit for $f$ requires depth $\Theta(\sqrt{N})$.

The original bounds of [RM99] went up to $\Omega(N^\delta)$ for a small constant $\delta$. This was recently improved by the works [CP12, FPRC13] that prove (among other things) monotone depth bounds of up to $\Omega(N^{1/6-o(1)})$ for $\text{GEN}_G$ type functions. Our Corollary 7.11 achieves quantitatively the largest bound (to-date) for a function in monotone $P$.

7.1.8 Applications: Proof complexity

Over the last decade or so there have been a large number of results proving lower bounds on the rank required to refute (or approximately optimise over) systems of constraints in a wide variety of semi-algebraic (a.k.a. polynomial threshold) proof systems, including Lovász–Schrijver [LS91], Cutting Planes [Gom58, Chv73], Positivstellensatz [Gri01], Sherali–Adams [SA90], and Lasserre [Las01] proofs. Highlights of this work include recent linear rank lower bounds for many constraint optimisation problems [Sch08, Tul09, CMM09, STT07, GMPT10]. Nearly all of these results rely on delicate constructions of local distributions that are specific to both the problem and to the proof system.

A communication complexity approach for proving lower bounds for semi-algebraic proofs was developed by Beame et al. [BPS07]. They studied a semantic proof system called $T^{cc}(k)$
whose proofs consist of lines that are computed by a low-cost (i.e., polylog communication) $k$-party NOF protocols (see Section 7.6 for definitions). They prove that if a CNF formula $F$ has a small tree-like $T^{cc}(k)$ refutation, then $S(F)$ has an efficient $k$-party NOF protocol. Thus, lower bounds for the tree-size of $T^{cc}(k)$ proofs follow from NOF lower bounds for $S(F)$.

**Rank lower bounds.** Using this relationship we can now prove the following result\footnote{Similar claims were made in [BHP10]. Unfortunately, as pointed out by [HN12], Lemma 3.5 in [BHP10] is incorrect and this renders many of the theorems in the paper incorrect.} for $T^{cc}(k)$ proof systems, where $k$ can be almost logarithmic in the size of the formula. We state the theorem only for rank, with the understanding that a bound of $\Omega(R)$ on rank also implies a bound of $\exp(\Omega(R))$ on tree-size. The proof appears in Section 7.6.

**Theorem 7.12 (Rank lower bounds).** There are explicit CNF formulas $F$ of size $s$ and width $O(\log s)$ such that all $T^{cc}(k)$ refutations of $F$ require rank at least

$$R_k(s) = \begin{cases} s^{1-o(1)}, & \text{for } k = 2, \\ s^{1/2-o(1)}, & \text{for } 3 \leq k \leq (\log s)^{1-o(1)}. \end{cases}$$

Theorem 7.12 simplifies the proof of a similar theorem from [BPS07], which held only for a specific family of formulas obtained from non-constant degree graphs, and only for $k < \log \log s$.

We note already here that the quadratic gap between $R_2(s)$ and $R_3(s)$ will be an artefact of us switching from two-party communication to multi-party communication. More specifically, while the two-party communication complexity of set-disjointness $\text{DISJ}_n$ is $\Omega(n)$, the corresponding lower bound for three parties is only $\Omega(\sqrt{n})$ [She13b]. Whether the multi-party bound can be improved to $\Omega(n)$ is an open problem.

**Length–space lower bounds.** Continuing in similar spirit, [HN12] showed how to prove length–space lower bounds for $T^{cc}(2)$ systems from lower bounds on the communication complexity of $S(F)$. Using this relationship together with our new multi-party lower bounds, we can extend this result to $T^{cc}(k)$ systems of degree $k > 2$.

**Theorem 7.13 (Length–space lower bounds).** There are CNF formulas $F$ of size $s$ such that

- $F$ admits a Resolution refutation of length $L = s^{1+o(1)}$ and space $Sp = s^{1/2+o(1)}$.
- Any length $L$ and space $Sp$ refutation of $F$ in $T^{cc}(k)$ must satisfy

$$Sp \cdot \log L \geq \begin{cases} s^{1/2-o(1)}, & \text{for } k = 2, \\ s^{1/4-o(1)}, & \text{for } 3 \leq k \leq (\log s)^{1-o(1)}. \end{cases}$$

(7.1)

We hesitate to call Theorem 7.13 a tradeoff result since our only upper bound is a refutation requiring space $Sp = s^{1/2+o(1)}$ and we do not know how to decrease this space usage by trading it for length; this is the same situation as in [HN12]. Surprisingly, in a subsequent work, Galesi...
et al. [GPT15] have shown that any unsatisfiable CNF formula admits an exponentially long Cutting Planes refutation in constant space, which gives a second data point in the length–space parameter space for which an upper bound exists. We also mention that while the CNF formulas $F$ in Theorem 7.13 are lifted versions of pebbling formulas, we could have formulated similar length–space lower bounds for lifted Tseitin formulas (where, e.g., $5p \cdot \log L \geq s^{1-o(1)}$ for $k = 2$). But for Tseitin formulas we do not have close-to-matching upper bounds.

In any case, Theorem 7.13 gives, in particular, the first length–space lower bounds for dynamic SOS proofs of degree $k$. In addition, even in the special case of $k = 2$, Theorem 7.13 simplifies and improves on [HN12]. However, for Polynomial Calculus Resolution (a $T^{cc}(2)$ system), the best known length–space tradeoff results are currently proved in the recent work of Beck et al. [BNT13]. For Resolution (maybe the simplest $T^{cc}(2)$ system), even stronger tradeoff results have been known since [BSN11]; see also Beame et al. [BBI12] for nontrivial length lower bounds in the superlinear space regime. For Cutting Planes (a $T^{cc}(2)$ system) Theorem 7.13 remains the state-of-the-art to our knowledge.

### 7.1.9 Models of communication complexity

We work in the standard models of two-party and multi-party communication complexity; see [KN97, Juk12] for definitions. Here we only recall some conventions about randomised protocols. A protocol $\Pi$ solves a search problem $S$ with error $\epsilon$ iff on any input $x$ the probability that $(x, \Pi(x)) \in S$ is at least $1 - \epsilon$ over the random coins of the protocol. Note that $\Pi(x)$ need not be the same feasible solution; it can depend on the outcomes of the random coins. The protocol is of bounded-error if $\epsilon \leq 1/4$. The constant $1/4$ here can often be replaced with any other constant less than $1/2$ without affecting the definitions too much. In the case of computing boolean functions this follows from standard boosting techniques [KN97, Exercise 3.4]. While these boosting techniques may fail for general search problems, we do not encounter any such problems in this chapter.

### 7.2 Versatile gadgets

In this section we introduce versatile two-party and multi-party functions. Our proofs of Theorems 7.2 and 7.3 will work whenever we choose $g$ or $g_k$ to be a versatile gadget. We start by introducing the terminology in the two-party case; the multi-party case will be analogous.

#### 7.2.1 Self-reductions and versatility

The simplest reductions between communication problems are those that can be computed without communication. Let $f_i: \mathcal{X}_i \times \mathcal{Y}_i \rightarrow \{0, 1\}$ for $i = 1, 2$, be two-party functions. We say that $f_1$ reduces to $f_2$, written $f_1 \leq f_2$, if the communication matrix of $f_1$ appears as a submatrix of the communication matrix of $f_2$. Equivalently, $f_1 \leq f_2$ iff there exist one-to-one mappings $\pi_A$
and \( \pi_B \) such that
\[
f_1(x, y) = f_2(\pi_A(x), \pi_B(y)) \quad \text{for all} \quad (x, y) \in X_1 \times Y_1.
\]

Our restriction to one-to-one reductions above is merely a technical convenience (cf. Babai et al. [BFS86] allow reductions to be many-to-one).

**Example 1.** Let 3EQ: \([3] \times [3] \rightarrow \{0, 1\}\) be the equality function with inputs from \([3]\). Then \(\text{AND} \) reduces to 3EQ since \(\text{AND}(x, y) = 3\text{EQ}(1 + x, 3 - y)\).

We will be interested in special kinds of reductions that reduce a function to itself. Our first flavour of self-reducibility relates a function \(f\) and its negation \(\neg f\):

**Flippability.** A function \(f\) is called flippable if \(\neg f \leq f\). Note that since the associated reduction maps \(z\)-inputs to \((1 - z)\)-inputs in a one-to-one fashion, a flippable function must be balanced: exactly half of the inputs satisfy \(f(x, y) = 1\).

**Example 2.** The XOR function is flippable via \(\neg \text{XOR}(x, y) = \text{XOR}(1 - x, y)\). By contrast, \(\text{AND}\) and 3EQ are not balanced and hence not flippable.

We will also consider randomised reductions where the two parties are allowed to synchronise their computations using public randomness. More precisely, even though the two parties are still not communicating, we can let the mappings \(\pi_A\) and \(\pi_B\) depend on a public random string \(r \in \{0, 1\}^*\), whose distribution the two parties can freely choose. This way, a random reduction computes \((x, y) \mapsto (\pi_A(x, r), \pi_B(y, r))\). The following definition is similar to the perfectly secure functions of Feige et al. [FKN94].

**Random self-reducibility.** A function \(f\) is called random-self-reducible if there are mappings \(\pi_A\) and \(\pi_B\) together with a random variable \(r\) such that for every \(z\)-input \((x, y) \in f^{-1}(z)\) the random pair \((\pi_A(x, r), \pi_B(y, r))\) is uniformly distributed among all the \(z\)-inputs of \(f\).

**Example 3.** The equality function EQ: \([n] \times [n] \rightarrow \{0, 1\}\) is random-self-reducible: we can use the public randomness to sample a permutation \(\pi: [n] \rightarrow [n]\) uniformly at random and let the two parties compute \((x, y) \mapsto (\pi(x), \pi(y))\). (In fact, to further save on the number of random bits used, it would suffice to choose \(\pi\) from any group that acts 2-transitively on \([n]\).)

A notable example of a function that is not random-self-reducible is \(\text{AND}\); it has only one 1-input, which forces any self-reduction to be the identity map. This is particularly inconvenient since \(\text{AND}\) is featured in the set-disjointness function \(\text{DISJ}_n = \text{OR}_n \circ \text{AND}^n\), which will be the starting point for our reductions. To compensate for the shortcomings of \(\text{AND}\) we work with a slightly larger function \(g \geq \text{AND}\) instead.

**Definition 7.14** (Versatility). A two-party function \(g\) is called versatile if (1) \(g \geq \text{AND}\), (2) \(g\) is flippable, and (3) \(g\) is random-self-reducible.
7.2.2 Two-party example

Consider the function \( \text{VER} : \mathbb{Z}_4 \times \mathbb{Z}_4 \rightarrow \{0, 1\} \) defined by

\[
\text{VER}(x, y) = 1 \iff x + y \in \{2, 3\}, \quad \text{for all } x, y \in \mathbb{Z}_4,
\]

where the arithmetic is that of \( \mathbb{Z}_4 \); see Figure 7.2.

**Lemma 7.15.** \( \text{VER} \) is versatile.

**Proof.** The reduction from AND is simply given by \( \text{AND}(x, y) = \text{VER}(x, y) \). Moreover, \( \text{VER} \) is flippable because \( \neg \text{VER}(x, y) = \text{VER}(x + 2, y) \). To see that \( \text{VER} \) is random-self-reducible, start with \((x, y)\) and compute as follows. First, choose \((x, y)\) uniformly at random from the set \(\{(x, y), (1 - x, -y)\}\) so that \(x + y\) is uniformly distributed either in the set \(\{0, 1\}\) if \((x, y)\) was a 0-input, or in the set \(\{2, 3\}\) if \((x, y)\) was a 1-input. Finally, choose a random \(a \in \mathbb{Z}_4\) and output \((x + a, y - a)\).

It is not hard to show that \( \text{VER} \) is in fact a minimum-size example of a versatile function: if \( g : [a] \times [b] \rightarrow \{0, 1\} \) is versatile then \( a, b \geq 4 \). Indeed, \( \text{VER} \) is the smallest two-party function for which our proof of Theorem 7.2 applies. By comparison, the original proof of Theorem 7.2 [HN12] uses a certain subfunction \( \text{HN} \leq 3\text{IND} \) whose communication matrix is illustrated in Figure 7.3. Thus, somewhat interestingly, our proof yields a result that is incomparable to [HN12] since we have neither \( \text{VER} \leq \text{HN} \) nor \( \text{HN} \leq \text{VER} \).

Coincidentally, \( \text{VER} \) makes an appearance in Sherstov’s pattern matrix method [She11a, S12], too. There, the focus is on exploiting the matrix-analytic properties of the communication matrix of \( \text{VER} \). By contrast, in this chapter, we celebrate its self-reducibility properties.

7.2.3 Multi-party examples

In the multi-party setting we restrict our attention to \( k \)-party reductions \( f_1 \leq f_2 \) for \( k \)-party functions \( f_i : \mathcal{X}_1^k \rightarrow \{0, 1\} \) that are determined by one-to-one mappings \( \pi_1, \ldots, \pi_k \) satisfying

\[
f_1(x_1, \ldots, x_k) = f_2(\pi_1(x_1), \ldots, \pi_k(x_k)) \quad \text{for all } (x_1, \ldots, x_k) \in \mathcal{X}_1^k.
\]
This way any player that sees an input $x_i$ can evaluate $\pi_i(x_i)$ without communication. As before, a randomised reduction can also depend on public coins.

Versatile $k$-party functions $g_k : X^k \to \{0,1\}$ are defined analogously to the two-party case: we require that the $k$-party $k$-bit AND$_k$ function reduces to $g_k$, and that $g_k$ is both flippable and random-self-reducible—all under $k$-party reductions.

It is known that every $k$-party function is a subfunction of some, perhaps exponentially large random-self-reducible function [FKN94]. However, in the following, we are interested in finding examples of small versatile $k$-party functions in order to optimise our constructions. We proceed to give two examples of well-studied $k$-party functions and prove them versatile.

First example: Quadratic character. Denote by $\chi : \mathbb{Z}_p^\times \to \{0,1\}$ the indicator function for quadratic residuosity modulo $p$, i.e., $\chi(x) = 1$ iff $x$ is a square in $\mathbb{Z}_p$. The pseudo-random qualities of $\chi$ have often made it an object of study in communication complexity [BNS92, BGKL03, ACFN12]. Moreover, the self-reducibility properties of $\chi$ are famously useful in cryptography, starting with [GM84].

For our purposes we let $p$ to be an $O(k)$-bit prime. Following [BNS92, S2.5] the $k$-party quadratic character function $QCS_k : \mathbb{Z}_p^k \to \{0,1\}$ is defined as

$$QCS_k(x_1,\ldots,x_k) := \chi(\sum_i x_i).$$  

(7.3)

We leave $QCS_k(x_1,\ldots,x_k)$ undefined for inputs with $\sum_i x_i = 0$, i.e., we consider $QCS_k$ to be a promise problem. Our three items of versatility fall out of the well-known properties of $\chi$.

Lemma 7.16. $QCS_k$ is versatile.

Proof. Reduction from AND$_k$: We need the following nonelementary fact (see, e.g., Lemma 6.13 in [BGKL03] or the recent work [Wri13]): if $p$ is a large enough $O(k)$-bit prime then there are $k+1$ consecutive integers $\{a,a+1,\ldots,a+k\} \subseteq \mathbb{Z}_p^\times$ realising the pattern

$$\chi(a) = \chi(a+1) = \cdots = \chi(a+k-1) = 0 \quad \text{and} \quad \chi(a+k) = 1.$$

This immediately facilitates the reduction: an input $(y_1,\ldots,y_k)$ of AND$_k$ is mapped to an input $(a+y_1, y_2, \ldots, y_k)$ of QCS$_k$. Flippability: Map $x_i \mapsto s \cdot x_i$ for all $i$, where $s \neq 0$ is a fixed quadratic nonresidue. Random-self-reducibility: Choose a random quadratic residue $r \in \mathbb{Z}_p$ and numbers $a_1,\ldots,a_k \in \mathbb{Z}_p$ satisfying $a_1 + \cdots + a_k = 0$. The random self-reduction maps $x_i \mapsto r \cdot x_i + a_i$ for all $i$. \hfill \Box

Second example: Pointer jumping. Next, we observe that certain variants of the $k$-party pointer jumping function are versatile. To explain this idea, we begin by describing a simple construction where each of the $k$ inputs requires $\Theta(k \log k)$ bits to represent. After this we improve on the construction by using known results on branching programs; we note that similar ideas have been used in the context of secure multi-party computations [CFIK03].
Figure 7.4: Example of \( \text{AND}_3 \leq \text{Jump}_3 \). The input \((x_1, x_2, x_3)\) of \( \text{Jump}_3 \) is the result of applying the reduction to the input \((1, 0, 1)\) of \( \text{AND}_3 \).

Define the \( k \)-party pointer jumping function \( \text{Jump}_k : \mathcal{X}^k \rightarrow \{0, 1\} \) as follows. The inputs are permutations \( x_i : [2k] \rightarrow [2k], i \in [k], \) and the function value is given by

\[
\text{Jump}_k(x_1, \ldots, x_k) = 0 \iff (x_k \circ x_{k-1} \circ \cdots \circ x_1)(1) \in [k]. \tag{7.4}
\]

A useful way to view the input \((x_1, \ldots, x_k)\) is as a layered digraph: there are \( k + 1 \) layers, each containing \( 2k \) nodes; the input \( x_i \) defines a perfect matching between layers \( i \) and \( i + 1 \); and the nodes on the last layer are labelled in a balanced way with \( k \) zeroes and \( k \) ones. The value of the function is the label of the sink that is reachable from the 1st node of the 1st layer.

**Lemma 7.17.** \( \text{Jump}_k \) is versatile.

**Proof. Reduction from \( \text{AND}_k \):** Given an input \((y_1, \ldots, y_k)\) of \( \text{AND}_k \) we reduce it to an input \((x_1, \ldots, x_k)\) of \( \text{Jump}_k \) as follows (see Figure 7.4). If \( y_i = 0 \) then \( x_i \) is defined to be the identity permutation on \([2k]\), otherwise \( x_i \) is the cyclic permutation that maps \( j \mapsto j + 1 \) for \( j \in [2k - 1] \) and \( 2k \mapsto 1 \). **Flippability:** Replace the input \( x_k \) with \( \pi \circ x_k \), where \( \pi : [2k] \rightarrow [2k] \) is some fixed permutation that swaps the sets \([k] \) and \([k + 1, 2k] \), i.e., \( \pi([k]) = [k + 1, 2k] \). **Random-self-reducibility:** The random self-reduction is best visualised as acting on the layered graph associated with an input \((x_1, \ldots, x_k)\). First, sample \( k + 1 \) permutations \( \pi_1, \ldots, \pi_{k+1} : [2k] \rightarrow [2k] \) uniformly and independently at random under the restrictions that \( \pi_1 \) fixes the element 1 and \( \pi_{k+1} \) fixes the set \([k] \). Then use \( \pi_i \) to relabel the nodes on the \( i \)-th layer. Formally this means that the input \( x_i \) is mapped to \( \pi_{i+1} \circ x_i \circ \pi_i^{-1} \).

The reduction \( \text{AND}_k \leq \text{Jump}_k \) above was implicitly using a simple read-once permutation branching program for \( \text{AND}_k \); see Figure 7.4. We will now optimise this construction by using more efficient branching programs.

**Definition 7.18 (PBPs).** A permutation branching program (PBP) of width \( w \) and length \( \ell \) is defined by a sequence of instructions \((i_l, \pi_l, \tau_l), l \in [\ell]\), where \( \pi_l, \tau_l : [w] \rightarrow [w] \) are permutations and each \( i_l \in [n] \) indexes one of the \( n \) input variables \( x_1, \ldots, x_n \). Let an input \( x \in \{0, 1\}^n \) be given. We say that an instruction \((i, \pi, \tau)\) evaluates to \( \pi \) if \( x_i = 0 \); otherwise the instruction evaluates to \( \tau \). The PBP evaluates to the composition of the permutations evaluated at the instructions. Finally, if \( \gamma : [w] \rightarrow [w] \) is a permutation, we say that the PBP \( \gamma \)-computes a function \( f : \{0, 1\}^n \rightarrow \{0, 1\} \) if it evaluates to the identity permutation \( e : [w] \rightarrow [w] \) on each 0-input in \( f^{-1}(0) \) and to the permutation \( \gamma \neq e \) on each 1-input in \( f^{-1}(1) \).
Lemma 7.19. Suppose there exists a width-$w$ length-$\ell$ PBP that $\gamma$-computes the $\text{AND}_k$ function. Then there exists a versatile $k$-party function on $O(\ell w \log w)$ input bits.

Proof. Fix a width-$w$ PBP $(i_l, \pi_l, \tau_l)$, $l \in [\ell]$, that $\gamma$-computes $\text{AND}_k$. By modifying the PBP if necessary, we may assume that $w$ is even and $\gamma(1) \in [w/2 + 1, w]$. The versatile function corresponding to the given PBP is the pointer jumping function $\text{Jump}_k^{\ell}(x_1, \ldots, x_\ell)$ defined similarly to (7.4):

$$\text{Jump}_k^{\ell}(x_1, \ldots, x_\ell) = 0 \iff (x_{\ell} \circ x_{\ell - 1} \circ \cdots \circ x_1)(1) \in [w/2].$$

To define the input partition, let $L_i := \{l \in [\ell] : i_l = i\}$ be the set of layers where the PBP reads the $i$-th input. We let the $i$-th player hold (on its forehead) the inputs $x_l$ for $l \in L_i$.

Reduction from $\text{AND}_k$: The reduction $\text{AND}_k \leq \text{Jump}_k^{\ell}$ is naturally determined by the PBP: given an input $(y_1, \ldots, y_k)$ of $\text{AND}_k$, we define $x_l$ to be the permutation that the instruction $(i_l, \pi_l, \tau_l)$ evaluates to under $(y_1, \ldots, y_k)$. Because of our input partition, it is possible to compute $x_l$ without communication.

Flippability and random-self-reducibility: Same as in the proof of Lemma 7.17.\hfill $\square$

Barrington’s celebrated theorem [Bar89] gives a PBP implementation of $\text{AND}_k$ with parameters $w = 5$ and $\ell = O(k^2)$. This corresponds to having $O(k)$ input bits per player, matching the quadratic character example above. Cleve [Cle91] has improved this to a tradeoff result where for any $\epsilon > 0$ one can take $\ell = k^{1+\epsilon}$ provided that $w = w(\epsilon)$ is a large enough constant. Cleve’s construction also has the property that every input variable of $\text{AND}_k$ is read equally many times (i.e., the $L_i$ in the above proof have the same size). Thus, letting $w$ grow sufficiently slowly, we get a versatile $k$-party gadget on $O(\ell w \log w) = k^{1+o(1)}$ bits, which is $k^{o(1)}$ bits per player.

Corollary 7.20. There are versatile $k$-party gadgets $g_k : X^k \rightarrow \{0, 1\}$ where $\log |X| = k^{o(1)}$.\hfill $\square$

7.3 Communication lower bound

In this section we prove the communication lower bound for two parties (Theorem 7.2) assuming that $g$ is a versatile gadget. The generalisation to multiple parties (Theorem 7.3) follows by the same argument—one only needs to replace $g$ with a versatile $k$-party gadget $g_k$.

Our proof builds on a result of Zhang [Zha09] that lower bounds the two-party communication complexity of a composed function $f \circ g^n$ in terms of the block sensitivity of $f$. We start by outlining Zhang’s approach.

7.3.1 Functions: Zhang’s approach

Zhang [Zha09] proved the following theorem by a reduction from the unique-disjointness function $\text{UDISJ}_n$. Here, $\text{UDISJ}_n = \text{OR}_n \circ \text{AND}_n$ is the usual set-disjointness function together with the promise that if $\text{UDISJ}_n(a, b) = 1$, then there is a unique coordinate $i \in [n]$ such that
The randomised communication complexity of \( \text{UDISJ}_n \) is well-known to be \( \Theta(n) \) [KS92, Raz92, BJKS04]. Zhang’s proof works for any gadget \( g \) with \( \text{AND}, \text{OR} \leq g \).

**Theorem 7.21 (Zhang).** There is a two-party gadget \( g: X \times Y \to \{0, 1\} \) such that if \( f: \{0, 1\}^n \to Q \) is a function, then \( f \circ g^n \) has communication complexity \( \Omega(\text{bs}(f)) \).

The proof runs roughly as follows. Fix an input \( \alpha \in \{0, 1\}^n \) for \( f \) that witnesses the block sensitivity \( \text{bs}(f, \alpha) = \text{bs}(f) \). Also, let \( B_1, \ldots, B_{\text{bs}} \subseteq [n] \) be the sensitive blocks of \( f \) at \( \alpha \). Given an input \((a, b)\) to \( \text{UDISJ}_{\text{bs}} \) the goal in the reduction is for the two parties to compute, without communication, an input \((x, y)\) for \( f \circ g^n \) such that

1. **(T1) 0-inputs:** If \( \text{UDISJ}_{\text{bs}}(a, b) = 0 \), then \( g^n(x, y) = \alpha \).
2. **(T2) 1-inputs:** If \( \text{UDISJ}_{\text{bs}}(a, b) = 1 \) with \( a_i = b_i = 1 \), then \( g^n(x, y) = \alpha_{B_i} \).

Clearly, if we had a reduction \((a, b) \mapsto (x, y)\) satisfying (T1–T2), then the output of \( \text{UDISJ}_{\text{bs}}(a, b) \) could be recovered from \((f \circ g^n)(x, y)\). Thus, an \( \epsilon \)-error protocol for \( f \circ g^n \) would imply an \( \epsilon \)-error protocol for \( \text{UDISJ}_{\text{bs}} \) with the same communication cost.

### 7.3.2 Search problems: Our approach

We are going to prove Theorem 7.2 (restated below) in close analogy to the proof template (T1–T2) above. However, as discussed below, noncritical inputs to search problems introduce new technical difficulties.

**Theorem 7.2 (Two-party version).** There is a two-party gadget \( g: X \times Y \to \{0, 1\} \) such that if \( S \subseteq \{0, 1\}^n \times Q \) is any search problem, then \( S \circ g^n \) has randomised bounded-error communication complexity \( \Omega(\text{cbs}(S)) \).

**Setup.** Fix any versatile gadget \( g: X \times Y \to \{0, 1\} \). Let \( \Pi \) be a randomised \( \epsilon \)-error protocol for a composed search problem \( S \circ g^n \). Recall that an input \((x, y)\) for the problem \( S \circ g^n \) is critical if there is exactly one solution \( q \) with \((x, y, q) \in S \circ g^n \). In particular, if \( g^n(x, y) \) is critical for \( S \), then \((x, y)\) is critical for \( S \circ g^n \). The behaviour of the protocol \( \Pi \) on a critical input \((x, y)\) is predictable: the protocol’s output \( \Pi(x, y) \) is the unique solution with probability at least \( 1 - \epsilon \).

However, noncritical inputs \((x, y)\) are much trickier: not only can the distribution of the output \( \Pi(x, y) \) be complex, but the distributions of \( \Pi(x, y) \) and \( \Pi(x', y') \) can differ even if \((x, y)\) and \((x', y')\) encode the same input \( g^n(x, y) = g^n(x', y') \) of \( S \). The latter difficulty is the main technical challenge, and we address it by using random-self-reducible gadgets.

**Defining a function \( f \subseteq S \).** We start by following very closely the initial analysis in the proof of Huynh and Nordström [HN12]. First, we record for each \( \alpha \in \{0, 1\}^n \) the most likely
feasible output of $\Pi$ on inputs $(x, y)$ that encode $\alpha$. More formally, for each $\alpha$ we define $\mu_{\alpha}$ to be the uniform distribution on the set of preimages of $\alpha$, i.e.,

$$\mu_{\alpha} \text{ is uniform on } \{ (x, y) : g^n(x, y) = \alpha \}.$$ (7.5)

Alternatively, this can be viewed as a product distribution

$$\mu_{\alpha} = \mu_{\alpha_1} \times \mu_{\alpha_2} \times \cdots \times \mu_{\alpha_n},$$ (7.6)

where $\mu_z$, $z \in \{0, 1\}$, is the uniform distribution on $g^{-1}(z)$.

The most likely feasible solution output by $\Pi$ on inputs $(x, y) \sim \mu_{\alpha}$ is now captured by a total function $f \subseteq S$ defined by

$$f(\alpha) := \arg \max_{q : (\alpha, q) \in S} \Pr_{(x, y) \sim \mu_{\alpha}} [ \Pi(x, y) = q ].$$ (7.7)

Here, ties are broken arbitrarily and the randomness is taken over both $(x, y) \sim \mu_{\alpha}$ and the random coins of the protocol $\Pi$. (Note that, in general, the most likely output of $\Pi(x, y)$ may not be feasible. However, above, we explicitly pick out the most likely feasible solution. Thus, $f$ is indeed a subfunction of $S$.)

The sensitive critical input. We can now use the critical block sensitivity of $S$: there is a critical input $\alpha$ such that $bs(f, \alpha) \geq cbs(S)$. Let $B_1, \ldots, B_{bs} \subseteq [n]$ be the sensitive blocks with $f(\alpha^{B_i}) \neq f(\alpha)$.

**Lemma 7.22.** The protocol $\Pi$ can distinguish between $\mu_{\alpha}$ and $\mu_{\alpha^{B_i}}$ in the sense that

$$\begin{align*}
(x, y) \sim \mu_{\alpha} & \implies \Pr[\Pi(x, y) = f(\alpha)] \geq 1 - \epsilon, \\
(x, y) \sim \mu_{\alpha^{B_i}} & \implies \Pr[\Pi(x, y) = f(\alpha)] \leq 1/2.
\end{align*}$$ (7.8) (7.9)

**Proof.** The consequent in the first property (7.8) is true even for each individual $(x, y)$ in the support of $\mu_{\alpha}$ since $\alpha$ is critical. To see that the second property (7.9) is true, suppose for a contradiction that we had $\Pr[\Pi(x, y) = f(\alpha)] > 1/2$ for $(x, y) \sim \mu_{\alpha^{B_i}}$. By averaging, there is a fixed input $(x, y)$ in the support of $\mu_{\alpha^{B_i}}$ such that $\Pr[\Pi(x, y) = f(\alpha)] > 1/2$. By the correctness of $\Pi$ (i.e., $1 - \epsilon > 1/2$) this implies that $f(\alpha)$ is feasible for $\alpha^{B_i}$. Thus, $f(\alpha)$ is the most likely feasible solution output by $\Pi(x, y)$, that is, $f(\alpha^{B_i}) = f(\alpha)$ by the definition (7.7). But this contradicts the fact that $f$ is sensitive to $B_i$ at $\alpha$. \hfill \Box

The reduction. **Lemma 7.22** suggests a reduction strategy analogous to the template (T1–T2) of Section 7.3.1. Given an input $(a, b)$ for UDISJ$_{bs}$ our goal is to describe a randomised reduction $(a, b) \mapsto (x, y)$ such that

- (P1) $0$-inputs: If UDISJ$_{bs}(a, b) = 0$, then $(x, y) \sim \mu_{\alpha}$.
Figure 7.5: The reduction \((a, b) \mapsto (x, y)\). In this example \(bs = 2\) and \(n = 7\). The critical input is \(\alpha = 1011010\) and the two sensitive blocks are \(B_1 = \{2, 3, 4\}\) and \(B_2 = \{6, 7\}\). The input pair \((a_i, b_i), i = 1, 2,\) is plugged in for the block \(B_i\).

\[(P2)\] 1-inputs: If \(\text{UDIS}J_{bs}(a, b) = 1\) with \(a_i = b_i = 1\), then \((x, y) \sim \mu_{\alpha, b_i}\).

Suppose for a moment that we had a reduction with properties (P1–P2). Let \(\Pi'\) be the protocol that on input \((a, b)\) first applies the reduction \((a, b) \mapsto (x, y)\) with properties (P1–P2), then runs \(\Pi\) on \((x, y)\), and finally outputs 0 if \(\Pi(x, y) = f(\alpha)\) and 1 otherwise. Lemma 7.22 tells us that

- If \(\text{UDIS}J_{bs}(a, b) = 0\), then \(\Pi'(a, b) = 0\) with probability at least \(1 - \epsilon\).
- If \(\text{UDIS}J_{bs}(a, b) = 1\), then \(\Pi'(a, b) = 1\) with probability at least \(1/2\).

The error probability of \(\Pi'\) can be bounded away from \(1/2\) by repeating \(\Pi'\) twice and outputting 0 iff both runs of \(\Pi'\) output 0. (Here we are assuming that \(\epsilon\) is small enough, say at most \(1/4\). If not, we can use some other standard success probability boosting tricks.) This gives a randomised protocol for \(\text{UDIS}J_{bs}\) with the same communication cost (up to constants) as that of \(\Pi\). Theorem 7.2 follows.

Indeed, it remains to implement a reduction \((a, b) \mapsto (x, y)\) satisfying (P1–P2). We do it in three steps; see Figure 7.5.

**Step 1.** On input \((a, b) = (a_1 \ldots a_{bs}, b_1 \ldots b_{bs})\) to \(\text{UDIS}J_{bs}\) we first take each pair \((a_i, b_i)\) through the reduction \(\text{AND} \leq g\) to obtain instances \((a'_1, b'_1), \ldots, (a'_{bs}, b'_{bs})\) of \(g\). Note that
- if \( \text{UDISJ}_{bs}(a, b) = 0 \), then \( g(a_i', b_i') = 0 \) for all \( i \);
- if \( \text{UDISJ}_{bs}(a, b) = 1 \), then there is a unique \( i \) with \( g(a_i', b_i') = 1 \).

**Step 2.** Next, the instances \((a_i', b_i')\) are used to populate a vector \((x, y) = (x_1 \ldots x_n, y_1 \ldots y_n)\) carrying \( n \) instances of \( g \), as follows. The instance \((a_i', b_i')\) is plugged in for the coordinates \( j \in B_i \) with the copies corresponding to \( \alpha_j = 1 \) flipped. That is, we define for \( j \in B_i \):

- if \( \alpha_j = 0 \), then \((x_j, y_j) := (a_i', b_i')\);
- if \( \alpha_j = 1 \), then \((x_j, y_j) := (\pi_A(a_i'), \pi_B(b_i'))\), where \((\pi_A, \pi_B)\) is the reduction \(-g \leq g\).

For \( j \notin \cup_i B_i \) we simply fix an arbitrary \((x_j, y_j) \in g^{-1}(\alpha_j)\). We now have that

- if \( \text{UDISJ}_{bs}(a, b) = 0 \), then \( g^n(x, y) = \alpha \);
- if \( \text{UDISJ}_{bs}(a, b) = 1 \) with \( a_i = b_i = 1 \), then \( g^n(x, y) = \alpha_{B_i} \).

**Step 3.** Finally, we apply a random-self-reduction independently for each component \((x_i, y_i)\) of \((x, y)\): this maps a \( z \)-input \((x_i, y_i)\) to a uniformly random \( z \)-input \((x_i, y_i) \sim \mu_z\). The result is a random vector \((x, y)\) that has a distribution of the form \((7.6)\) and matches our requirements (P1–P2), as desired.

This concludes the proof of Theorem 7.2. The proof of the multi-party version (Theorem 7.3) is exactly the same, except with \( g \) and \( \text{UDISJ}_{bs} \) replaced by a versatile \( g_k \) and \( \text{UDISJ}_{k,bs} \). Here, in particular, \( \text{UDISJ}_{k,n} \) is the usual \( k \)-party disjointness function \( \text{DISJ}_{k,n} = \text{OR}_n \circ \text{AND}_k^\circ \) together with the promise that at most one of the \( \text{AND}_k \)'s evaluates to 1.

### 7.4 Critical block sensitivity lower bounds

In this section we prove our new critical block sensitivity bounds, Theorems 7.7 and 7.9.

#### 7.4.1 Tseitin sensitivity

Let \( G = (V, E, \ell) \) be a connected graph with an odd-weight labelling \( \ell: V \to \{0, 1\} \). Recall that in the problem \( S(T_{\text{sec}}) \) the input is an assignment \( \alpha: E \to \{0, 1\} \) and the goal is to find a parity violation, that is, a node in \( \text{Viol}(\alpha) := \{v \in V : C_v(\alpha) = 0\} \).

For the readers' convenience, we recall some basic facts about \( T_{\text{sec}} \). Since each edge \( e \in E \) participates in two constraints, the sum \( \sum_v \sum_{e \in \ell(v)} \alpha(e) \) will be even. By contrast, the sum \( \sum_v \ell(v) \) is odd. It follows that \(|\text{Viol}(\alpha)|\) must be odd, and, in particular, non-empty. Conversely, for every odd-size set \( U \subseteq V \), there is an \( \alpha \) with \( \text{Viol}(\alpha) = U \). To see this, start with any assignment \( E \to \{0, 1\} \) and let \( p \) be a simple path in \( G \). If we flip the truth values of the edges in \( p \), we end up flipping whether or not the constraints at the endpoints of \( p \) are satisfied.

Depending on whether the endpoints of \( p \) were satisfied to begin with, this results in one of the following scenarios: (1) we create a pair of violations; (2) we remove a pair of violations; or (3)
we move a violation from one endpoint of $p$ to the other. It is not hard to see that by using (1)–(3) repeatedly, we can design an assignment $\alpha$ such that $\text{Viol}(\alpha) = U$.

We are now ready to prove Theorem 7.7.

**Theorem 7.7** (Tseitin sensitivity). If $G$ is $\kappa$-routable, then $\text{cbs}(S(T\text{se}_G)) = \Omega(\kappa)$.

**Proof.** Let $G = (V,E,\ell)$ be $(\kappa + 1)$-routable. Fix a set $T \subseteq V$ of size $|T| = 2\kappa + 1$ such that whenever $M$ is a set of $\kappa$ disjoint pairs of nodes from $T$, there are $\kappa$ edge-disjoint paths connecting each pair in $M$. We denote by $\text{Paths}(M)$ some canonical set of such paths.

Consider the following bipartite auxiliary graph on *left* and *right* vertices:

- **Left vertices** are pairs $(\alpha, M)$, where $\alpha: E \to \{0,1\}$ has a *unique* violation that is in $T$ (i.e., $|\text{Viol}(\alpha)| = 1$ and $\text{Viol}(\alpha) \subseteq T$), and $M$ is a partition of the set $T \setminus \text{Viol}(\alpha)$ into $\kappa$ pairs of nodes.

- **Right vertices** are pairs $(\alpha', M')$, where $\alpha': E \to \{0,1\}$ has *three* violations that are all in $T$ (i.e., $|\text{Viol}(\alpha')| = 3$ and $\text{Viol}(\alpha') \subseteq T$), and $M'$ is a partition of the set $T \setminus \text{Viol}(\alpha')$ into $\kappa - 1$ pairs of nodes.

- **Edges** are defined as follows. A left vertex $(\alpha, M)$ is connected to a right vertex $(\alpha', M')$ if $M' \subseteq M$ and $\alpha'$ is obtained from $\alpha$ by flipping the values along the path in $\text{Paths}(M)$ that connects the pair $\text{Viol}(\alpha') \setminus \text{Viol}(\alpha)$.

The key fact, which is easy to verify, is that the auxiliary graph is *biregular*: its left-degree is $\kappa$ and its right-degree is 3.

To prove the block sensitivity bound, let $f$ be a function solving $S(T\text{se}_G)$. We say that an edge from $(\alpha, M)$ to $(\alpha', M')$ in the auxiliary graph is *sensitive* if $f(\alpha) \neq f(\alpha')$. Clearly, for each right vertex exactly two (out of three) of its incident edges are sensitive. Thus, by averaging, we may find a left vertex $(\alpha, M)$ such that at least a fraction $2/3$ of its incident edges are sensitive. But this means that $\alpha$ is a critical input with block sensitivity at least $2\kappa/3$; the blocks are given by a subset of $\text{Paths}(M)$.

**7.4.2 Pebbling sensitivity**

**Theorem 7.9** (Pebbling sensitivity). There are $n$-node bounded-degree graphs $G$ such that

- $G$ has pebbling number $\Theta(\sqrt{n})$. 

---

**Figure 7.6:** Pyramid graph viewed as a subgraph of a tensor product of paths.
− \( S(\text{Peb}_G) \) has deterministic decision tree complexity \( \Theta(\sqrt{n}) \).
− \( S(\text{Peb}_G) \) has critical block sensitivity \( \Theta(\sqrt{n}) \).

**Overview.** Our proof of Theorem 7.9 generalises the original proof from [HN12] that held for pyramid graphs. The key idea is natural: In a pyramid graph, each horizontal layer can be interpreted as a path—this is made precise by viewing the pyramid graph as a subgraph of a tensor product of paths as in Figure 7.6. The analysis in the original proof suffered from the fact that random walks do not mix well on paths. So, we replace the paths by graphs with better mixing properties! (Perhaps surprisingly, we do not need to rely on expanders here.)

**Definition of \( G \).** Let \( H \) be the 3-dimensional grid graph on \( m = r^3 \) nodes where \( r \) is odd. For convenience, we think of \( H \) as a directed Cayley graph on \( \mathbb{Z}_r^3 \) generated by the 6 elements

\[
B = \{ \pm(1,0,0), \pm(0,1,0), \pm(0,0,1) \}.
\]

That is, there is an edge \((v,u) \in E(H)\) iff \( u = v + b \) for some \( b \in B \). The key property of \( H \) (which is not satisfied by \( d \)-dimensional grid graphs for \( d < 3 \)) is the following.

**Lemma 7.23** (Partial cover time). Starting from any node of \( H \) the expected number of steps it takes for a random walk to visit at least half of the nodes of \( H \) is \( \text{pct}(H) = O(m) \).

**Proof.** This follows from Lemma 2.8 in [Lov93] and the fact that the maximum hitting time of \( H \) is \( O(m) \) (e.g., [CRR+96]).

Let \( \ell := 2 \cdot \text{pct}(H) + 1 = \Theta(m) \) so that by Markov’s inequality a random walk of length \( \ell - 1 \) in \( H \) will cover at least a fraction \( 1/2 \) of \( H \) with probability at least \( 1/2 \). Let \( P \) be the directed path on \([\ell]\) with edges \((i,i+1), i \in [\ell-1]\). We construct the tensor product graph

\[
G := H \times P
\]

that is defined by \( V(G) = \mathbb{Z}_r^3 \times [\ell] \) and there is a directed edge from \((v,i)\) to \((u,j)\) iff \( j = i + 1 \) and \( u = v + b \) for some \( b \in B \).

The \( n = m\ell \) nodes of \( G \) are naturally partitioned into \( \ell \) layers (or steps). In order to turn \( G \) into a pebbling formula, we need to fix some sink node \( t \) in the \( \ell \)-th layer and delete all nodes from which \( t \) is not reachable. We do not let this clean-up operation affect our notations, though. For example, we continue to think of the resulting graph as \( G = H \times P \). The nodes \( \mathbb{Z}_r^3 \times \{1\} \) of indegree 0 will be the sources.

Note that each source–sink path \( p \) in \( G \) contains exactly one node from each layer. We view the projection of \( p \) onto \( H \) as a walk of length \( \ell - 1 \) in \( H \); we can describe the walk uniquely by a sequence of \( \ell - 1 \) generators from \( B \). We denote by \( \pi(p) \subseteq V(H) \) the set of nodes visited by the projected walk.

We can now study the search problem \( S(\text{Peb}_G) \) associated with the pebbling formula \( \text{Peb}_G \).
**Pebbling number.** The pebbling strategy for $G$ that uses $O(\sqrt{n}) = O(m)$ pebbles proceeds as follows. We first pebble the 1st layer (the sources), then the 2nd layer, then remove pebbles from the 1st layer, then pebble the 3rd layer, then remove pebbles from the 2nd layer, etc.

The matching lower bound follows from the fact that $G$ contains a pyramid graph on $\Omega(n)$ nodes as a subgraph, and the pebbling number of pyramid graphs is $\Theta(\sqrt{n})$ [Coo74].

**Decision tree complexity.** The deterministic decision tree that uses $O(\sqrt{n}) = O(m)$ queries proceeds as follows. We start our search for a violated clause at the sink $t$. If the sink variable is false, we query its children to find a child $v$ whose associated variable is false. The search continues at $v$ in the same manner. In at most $\ell - 1 = O(m)$ steps we find a false node $v$ whose children are all true (perhaps $v$ is a source node).

The matching lower bound follows from the critical block sensitivity lower bound proved below, and the fact that critical block sensitivity is a lower bound on the decision tree complexity.

**Critical block sensitivity.** It remains to prove that $\text{cbs}(S(\text{Peb}_G)) = \Omega(m)$. The following proof is a straightforward generalisation of the original proof from (the full version of) [HN12].

All paths that we consider in the following are source–sink paths in $G$. We associate with each path $p$ a critical input $\alpha_p : V(G) \rightarrow \{0, 1\}$ that assigns to each node on $p$ the value 0 and elsewhere the value 1. This creates a unique clause violation at the source where $p$ starts.

If $p$ and $q$ are two paths, we say that $p$ and $q$ are paired at $i \geq 2$ if the following hold.

- **Agreement:** $p$ and $q$ do not meet before layer $i$, but they agree on all layers $i, \ldots, \ell$.

- **Mirroring:** if the first $i - 1$ steps of $p$ are described by $(b_1, b_2, \ldots, b_{i-1}) \in B^{i-1}$, then the first $i - 1$ steps of $q$ are described by $(-b_1, -b_2, \ldots, -b_{i-1}) \in B^{i-1}$.

Each path can be paired with at most $\ell - 1$ other paths—often, there are plenty such:

**Lemma 7.24.** Each path $p$ is paired with at least $|\pi(p)| - 1$ other paths.

**Proof.** For each node $v \in \pi(p)$, except the starting point of $p$, we construct a pair $q$ for $p$. To this end, let $i \geq 2$ be the first step at which the projection of $p$ visits $v$. Since the mirroring property uniquely determines $q$ given $p$ and $i$, we only need to show that this $q$ satisfies the agreement property. Thus, suppose for a contradiction that $p$ and $q$ meet at some node $(u, j)$ where $j < i$. We have, in $\mathbb{Z}_r^3$ arithmetic,

\[
\begin{align*}
v &= u + b_j + b_{j+1} + \cdots + b_{i-1} \quad \text{(according to } p), \\
v &= u - b_j - b_{j+1} - \cdots - b_{i-1} \quad \text{(according to } q).
\end{align*}
\]

This implies $2v = 2u$, but since $r$ is odd, we get $v = u$. This contradicts our choice of $i$. 

If $p$ and $q$ are paired, we can consider the assignment $\alpha_{p\cup q}$ that is the node-wise logical AND of the assignments $\alpha_p$ and $\alpha_q$. In $\alpha_{p\cup q}$ we have two clause violations associated with the two starting points of the paths.
To prove the critical block sensitivity bound $\Omega(m)$, let $f$ be a function solving $S(Peb_G)$. Consider the following auxiliary graph.

- The **vertices** are the source–sink paths.
- There is a **directed edge** from $p$ to $q$ iff $p$ and $q$ are paired and $f(\alpha_p \cup q)$ is the starting point of $q$. Thus, each two paired paths are connected by an edge one way or the other.

Recall that if we start a random walk of length $\ell - 1$ on $H$ at any fixed node, the walk covers a fraction $\geq 1/2$ of $H$ with probability $\geq 1/2$. If we view a source-sink path $p$ in $G$ in the **reverse order** (starting at the sink and going towards the source), this translates into saying that $|\pi(p)| \geq m/2$ for a fraction $\geq 1/2$ of all paths $p$. Applying Lemma 7.24 for such paths we conclude that the auxiliary graph has average outdegree at least $d = m/8 - 1$. By averaging, we can now find a path $p$ with out-neighbours $q_1, \ldots, q_d$. Define $q'_i := q_i \setminus p$. Clearly the critical assignment $\alpha_p$ is sensitive to each $q'_i$. To see that the $q'_i$ are pairwise disjoint, we note that they take steps in the same direction in $B$ at each layer (i.e., opposite to that of $p$), and the $q_i$ meet $p$ for the first time at distinct layers. This concludes the proof of Theorem 7.9.

### 7.5 Monotone CSP-SAT

In this section we introduce a monotone variant of the CSP satisfiability problem and show how lifted search problems $S(F) \circ g^n$ reduce to its monotone Karchmer–Wigderson game. In particular, in Corollary 7.10 we can take the explicit function to be a CSP satisfiability function. We also note that our function has been further studied by Oliveira [Oli15, Chapter 3].

**Definition of monotone CSP-SAT.** The function is defined relative to some finite alphabet $\Sigma$ and a fixed constraint topology given by a bipartite graph $G$ with left vertices $V$ (**variable nodes**) and right vertices $U$ (**constraint nodes**). We think of each $v \in V$ as a variable taking on values from $\Sigma$; an edge $(v, u) \in E(G)$ indicates that variable $v$ is involved in constraint node $u$. Let $d$ be the maximum degree of a node in $U$. We define $\text{SAT} = \text{SAT}_{G, \Sigma} : \{0, 1\}^N \rightarrow \{0, 1\}$ on $N \leq |U| \cdot |\Sigma|^d$ bits as follows. An input $\alpha \in \{0, 1\}^N$ describes a CSP instance by specifying, for each constraint node $u \in U$, its **truth table**: a list of at most $|\Sigma|^d$ bits that record which assignments to the variables involved in $u$ satisfy $u$. Then $\text{SAT}(\alpha) := 1$ iff the CSP instance described by $\alpha$ is satisfiable. This encoding of CSP satisfiability is indeed monotone: if we flip any 0 in a truth table of a constraint into a 1, we are only making the constraint easier to satisfy.

### 7.5.1 Reduction to CSP-SAT

Recall the characterisation of monotone depth due to Karchmer and Wigderson [KW88]: if $f : \{0, 1\}^N \rightarrow \{0, 1\}$ is a monotone function, then its monotone depth complexity is equal to the (deterministic) communication complexity of the following search problem.
Monotone KW-game for $f$: Alice holds a $a \in f^{-1}(1)$ and Bob holds a $b \in f^{-1}(0)$.

The goal is to find a coordinate $i \in [N]$ such that $a_i = 1$ and $b_i = 0$.

The next lemma shows that for any search problem of the form $S(F) \circ g^n$ there is a some monotone CSP-SAT function whose monotone KW-game embeds $S(F) \circ g^n$. (The reduction can be seen as a generalisation of Lemma 3.5 in [RM99].)

We define the constraint topology of $F$ naturally as the bipartite graph $G$ with left vertices $\text{vars}(F)$ and right vertices $\text{cons}(F)$. For a constraint $C \in \text{cons}(F)$ we use the lower case $c$ to denote the corresponding node in $G$ (forgetting that $C$ is actually a function).

Lemma 7.25. Let $g: \mathcal{X} \times \mathcal{Y} \rightarrow \{0,1\}$ be a two-party gadget and let $F$ be an unsatisfiable $d$-CSP on $n$ variables and $m$ constraints. Let $G$ be the constraint topology of $F$. Then the monotone depth complexity of $\text{SAT}_{G,\mathcal{X}}: \{0,1\}^N \rightarrow \{0,1\}$, $N \leq m|\mathcal{X}|^d$, is lower bounded by the (deterministic) communication complexity of $S(F) \circ g^n$.

Proof. We reduce the search problem $S(F) \circ g^n$ to the monotone KW-game for $\text{SAT}_{G,\mathcal{X}}$. To this end, let $(x, y)$ be an input to the search problem $S(F) \circ g^n$ and compute as follows.

- Alice maps $x \in \mathcal{X}^{\text{vars}(F)}$ to the CSP whose sole satisfying assignment is $x$. That is, the truth table for a constraint node $c$ is set to all-0 except for the entry indexed by $x \upharpoonright \text{vars}(C)$ (restriction of $x$ to the variables in $C$).
- Bob maps $y \in \mathcal{Y}^{\text{vars}(F)}$ to an unsatisfiable CSP as follows. The truth table for a constraint node $c$ is such that the bit indexed by $\ell \in \mathcal{X}^{\text{vars}(C)}$ is set to 1 iff $C$ is satisfied under the partial assignment $v \mapsto g(\ell(v), y(v))$ where $v \in \text{vars}(C)$.

Alice clearly constructs a 1-input of $\text{SAT}_{G,\mathcal{X}}$. To see that Bob constructs a 0-input of $\text{SAT}_{G,\mathcal{X}}$, suppose for a contradiction that there is a global assignment $\ell: \text{vars}(F) \rightarrow \mathcal{X}$ so that the truth table of each $c$ has a 1 in position indexed by $\ell \upharpoonright \text{vars}(C)$. This would mean that the truth assignment $v \mapsto g(\ell(v), y(v))$ satisfies all the constraints of $F$. But this contradicts the unsatisfiability of $F$.

Assume then that Alice and Bob run a protocol for the monotone KW-game on the CSP instances constructed above. The output of the protocol is a some entry $\ell \in \mathcal{X}^{\text{vars}(C)}$ in the truth table of some constraint node $c$ where Alice has a 1 and Bob has a 0. Because Alice’s CSP was constructed so that for each constraint node $c$ exactly one entry is 1, we must have that $\ell = x \upharpoonright \text{vars}(C)$. On the other hand, Bob’s construction ensures that $C$ is not satisfied under the assignment $v \mapsto g(\ell(v), y(v)) = g(x(v), y(v))$. Thus, we have found a violated constraint $C$ for the canonical search problem for $F$.  

7.5.2 Proof of Corollary 7.10

Theorems 7.2 and 7.7 yield a search problem $S(T\text{se}_G) \circ g^m$ of communication complexity $\Omega(n/\log n)$ where $G$ is an $n$-node $m$-edge bound-degree graph ($d = O(1)$, $m = O(n)$) and $g$ is
a constant-size gadget ($|X| = O(1)$). Using Lemma 7.25 we can then construct a CSP-SAT function on $N = O(n)$ bits having monotone depth $\Omega(n/\log n) = \Omega(N/\log N)$. This proves Corollary 7.10.

### 7.6 Applications: Proof complexity

In this section we prove our new proof complexity lower bounds as stated in Section 7.1.8. We start by reviewing some standard proof complexity terminology.

#### 7.6.1 Background

In this chapter we focus on proof systems that refute unsatisfiable CNF formulas. Given a proof system, a refutation (or a proof) $P$ of an unsatisfiable CNF formula $F$ in the system is expressed as a sequence of lines, denoted $\text{Lines}(P)$, each of which is either (a translation of) a clause of $F$ or follows from some previous lines via some sound inference rule. The refutation ends with some trivially false line.

For each proof $P$ we can associate a directed acyclic graph $G_P = (V,E)$ where $V = \text{Lines}(P)$ and there is an edge $(u,v) \in E$ if $v$ is derived via some inference rule using line $u$.

**Complexity measures.** For the purposes of this chapter, we define the size of a proof $P$ simply as the number of lines $|\text{Lines}(P)|$. The rank of $P$ is the length of the longest path in $G_P$. The size complexity and rank complexity of $F$ in a proof system are the minimum size and minimum rank, respectively, of all refutations of $F$ in that system.

We consider $G_P$ to be a tree if every internal node has fan-out one, that is, the clauses of $F$, which are not internal nodes, can be repeated. If $G_P$ is a tree, we say that $P$ is tree-like. The tree-like size complexity of $F$ is the minimum size of a tree-like refutation of $F$. Note that restricting a refutation to be tree-like does not increase the rank because each line can be re-derived multiple times without affecting the rank. Tree-like size, however, can be much larger than general size.

**Examples of proof systems.** We mention some of the most well-studied proof systems. In each of these systems, there is a set of derivation rules (which can be thought of as inference schemas) of the form $F_1, F_2, \ldots, F_i \vdash F_{i+1}$ and each inference in a proof must be an instantiation of one of these rules.

A basic system is Resolution whose lines are clauses. Its only rule is the resolution rule: the clause $(A \lor B)$ can be derived from $(A \lor x)$ and $(B \lor \neg x)$, where $A$ and $B$ are arbitrary disjunctions of literals and $x$ is a variable. A Resolution refutation of an unsatisfiable CNF formula $f$ is a sequence of clauses, ending with the empty clause, such that each clause in the sequence is either a clause of $f$, or follows from two previously derived clauses via the resolution rule.
Another proof system is the *Cutting Planes* (CP) proof system that manipulates integer linear inequalities. A CP refutation is a sequence of inequalities, ending with \(0 \geq 1\), such that all inequalities are either translations of clauses of \(F\), or follow from two previously derived inequalities via one of the two CP rules, addition and division with rounding. There is a natural extension of CP, denoted CP\((k)\), in which the above CP proof rules may also be applied when the lines are allowed to be degree \(k\) multivariate polynomials.

Other important well-studied proof systems are the Lovász–Schrijver proof systems \((\text{LS}_0, \text{LS}, \text{LS}_+, \text{LS}_{+,*})\) which are dynamic proof systems that manipulate polynomial inequalities of degree at most 2; the Sherali–Adams and Lasserre (SOS) systems that are static proof systems allowing polynomial inequalities of higher degree; and the dynamic Lasserre (dynamic SOS), and \(\text{LS}_{+,*}^k\) systems, which generalize the Lovász–Schrijver systems to higher degree. We refer the reader to [OZ13] for formal definitions and a thorough history for these and related proof systems.

**Semantic proof systems.** Each of the above proof systems has a specific set of inference rule schemas, which allows them to have polynomial-time verifiers. In this chapter we consider more powerful semantic proof systems that restrict the form of the lines and the fan-in of the inferences but dispense with the requirement of a polynomial-time verifier and allow any semantically sound inference rule with a given fan-in. The fan-in must be restricted because the semantic rules are so strong. The following system was introduced in [BPS07].

**Definition 7.26 (Degree \(k\) threshold proofs).** We denote by Th\((k)\) the semantic proof system whose proofs have fan-in 2 and each line in a refutation of a formula \(F\) is a polynomial inequality of degree at most \(k\) in the variables of \(F\). In particular, each clause of \(F\) enters the system as translated into a linear inequality (similarly to the CP system discussed above).

The following lemma follows from Caratheodory’s Theorem.

**Lemma 7.27.** CP and LS proofs can be efficiently converted into Th\((k)\) proofs:

- Any CP proof of size (tree-like size) \(s\) and rank \(r\) can be converted to a Th\((1)\) proof of size (tree-like size) \(O(s)\) and rank \(O(r \log s)\).
- Any LS\(_0\), LS, or LS\(_+\) proof of size (tree-like size) \(s\) and rank \(r\) can be converted to a Th\((2)\) proof of size (tree-like size) \(O(s)\) and rank \(O(r \log s)\).

Moreover, it is not hard to show that one can extend the above simulations by Th\((k)\) proofs to CP\((k)\), LS\(_{+,*}^k\), and degree \(k\) (dynamic) Lasserre proofs.

In this paper we consider semantic proof systems that are even more general than Th\((k)\), namely those for which the fan-in is bounded and the truth value of each line can be computed by an efficient multi-party NOF communication protocol.

**Definition 7.28 (Proofs with \(k\)-party verifiers).** We denote by \(T^c(k,c)\) the semantic proof system of fan-in 2 in which each proof line is a boolean function whose value, for every \(k\)-partition
of the input variables, can be computed by a $c$-bit randomised $k$-party NOF protocol of error at most $1/4$. Both $k = k(s)$ and $c = c(s)$ may be functions of $s$, the size of the input formula. In keeping with the usual notions of what constitutes efficient communication, we use $T^{cc}(k)$ to denote $T^{cc}(k, \text{polylog } s)$.

Note that via standard boosting, we can replace the error $1/4$ in the above definition by $\epsilon$ at the cost of increasing $c$ by an $O(\log 1/\epsilon)$ factor. Therefore, without loss of generality, in the definition of $T^{cc}(k)$ we can assume that the error is at most $2^{-\text{polylog } s}$.

For polylogarithmic $k$, the following lemma shows that $T(k)$ is a subclass of $T^{cc}(k+1)$.

**Lemma 7.29.** Every $T(k)$ refutation of an $n$-variable CNF formula is a $T^{cc}(k+1, O(k^3 \log^2 n))$ refutation.

**Proof.** By the well-known result of Muroga [Mur71], linear threshold functions on $n$ boolean variables only require coefficients of $O(n \log n)$ bits. Since a degree $k$ threshold polynomial is a linear function on at most $n^k$ monomials, it is equivalent to a degree $k$ threshold polynomial with coefficients of $O(kn^k \log n)$ bits. As shown in [BPS07], over any input partition there is a randomized $(k+1)$-party communication protocol of cost $O(k \log^2 b)$ and error $\leq 1/b^{O(1)}$ to verify a degree $k$ polynomial inequality with $b$-bit coefficients. □

The following lemma, which is implicit in [BPS07], gives the key relationships between $T^{cc}(k)$ and randomised communication protocols for $S(F)$.

**Lemma 7.30.** If a CNF formula $F$ has a $T^{cc}(k,c)$ refutation of rank $r$ then, over any $k$-partition of the variables, there is a randomised bounded-error $k$-party NOF protocol for $S(F)$ with communication cost $O(c \cdot r \log r)$.

### 7.6.2 Lifting CNF formulas

In order to import our communication lower bounds to proof complexity, we need to encode composed search problems $S \circ g_k^n$ as CNF formulas. We describe a natural way of doing this in case $S = S(F)$ is the search problem associated with some CNF formula $F$.

Fix a $d$-CNF formula $F$ on $n$ variables and $m$ clauses. Also, fix a $k$-party gadget $g_k : \mathcal{X}^k \rightarrow \{0,1\}$ where each player holds $l := \log |\mathcal{X}|$ bits as input. We construct a new $D$-CNF formula $F \circ g_k^n$ on $N$ variables and $M$ clauses, where

$$D = d \cdot kl, \quad N = n \cdot kl, \quad \text{and} \quad M \leq m \cdot 2^{dkl}. \tag{7.10}$$

**Variables of $F \circ g_k^n$.** For each variable $x$ of $F$ we create a matrix of variables

$$X = \{ X_{ij} : i \in [k], j \in [l] \}.$$

The idea is that truth assignments $\alpha_X : X \rightarrow \{0,1\}$ are in a natural one-to-one correspondence with the set $\mathcal{X}^k$, the domain of $g_k$. Namely, the value of the $j$-th bit of the $i$-th player is encoded
by $X_{ij}$. We take the variable set of $F \circ g_k^n$ to be the union $X \cup Y \cup \ldots$, where $x, y, \ldots$ are the original variables of $F$.

**Clauses of $F \circ g_k^n$.** Let $C$ be a clause of $F$; suppose first that $C = (x \lor \neg y)$ for simplicity. We will replace $C$ with a set of clauses $C$ on the variables $X \cup Y$ such that all clauses of $C$ are satisfied under an assignment $\alpha: X \cup Y \to \{0, 1\}$ if and only if $g_k(\alpha_X) = 1$ or $g_k(\alpha_Y) = 0$; here $\alpha_X$ and $\alpha_Y$ are elements of $X^k$ associated with the restrictions of $\alpha$ to $X$ and $Y$. Indeed, let $X^\alpha_{ij} = X_{ij}$ if $\alpha(X_{ij}) = 1$, and $X^\alpha_{ij} = \neg X_{ij}$ if $\alpha(X_{ij}) = 0$, and similarly for $Y^\alpha_{ij}$. Define a clause

$$C_\alpha = \left( \neg \bigwedge_{i,j} X^\alpha_{ij} \right) \lor \left( \neg \bigwedge_{i,j} Y^\alpha_{ij} \right),$$

and let $C$ consist of all the clauses $C_\alpha$ where $\alpha$ is such that $g_k(\alpha_X) = 0$ and $g_k(\alpha_Y) = 1$.

More generally, if we had started with a clause on $d$ variables, each clause $C_\alpha$ would involve $d kl$ variables and so we would have $|C| \leq 2^{d kl}$. This completes the description of $F \circ g_k^n$.

The formula $F \circ g_k^n$ comes with a natural partition of the variables into $k$ parts as determined by the $k$-party gadget. Thus, we can consider the canonical search problem $S(F \circ g_k^n)$.

**Lemma 7.31.** The two problems $S(F \circ g_k^n)$ and $S(F) \circ g_k^n$ have the same $k$-party communication complexity up to an additive $dkl$ term.

**Proof.** As discussed above, the inputs to the two problems are in a natural one-to-one correspondence. How about translating solutions between the problems? Given a violated clause $C_\alpha$ in the problem $S(F \circ g_k^n)$, it is easy to reconstruct $C$ from $C_\alpha$ without communication. Moreover, given a violated clause $C$ of $F$ in the problem $S(F) \circ g_k^n$, we can construct a violated $C_\alpha$ by first finding out what encoding $\alpha$ was used for each of the $d$ variables of $C$. This can be done by communicating $dkl$ bits (even in the number-in-hand model). \qed

### 7.6.3 Rank lower bounds

We are now ready to prove Theorem 7.12, restated here for convenience.

**Theorem 7.12 (Rank lower bounds).** There are explicit CNF formulas $F$ of size $s$ and width $O(\log s)$ such that all $T^{cc}(k)$ refutations of $F$ require rank at least

$$R_k(s) = \begin{cases} s^{1-o(1)}, & \text{for } k = 2, \\ s^{1/2-o(1)}, & \text{for } 3 \leq k \leq (\log s)^{1-o(1)}. \end{cases}$$

**Proof.** We start with a Tseitin formula $F$ with $n$ variables, $O(n)$ clauses, and width $O(1)$ that is associated with a $\Omega(n/\log n)$-routable bounded-degree graph. Let $k = k(n)$ be a parameter. We construct the formula $F \circ g_k^n$ where $g_k^n: \mathcal{X}^k \to \{0, 1\}$ is the gadget of Corollary 7.20. Recall that $\log |\mathcal{X}| = k^\epsilon$ where $\epsilon = \epsilon(k) \to 0$ as $k \to \infty$. Using (7.10), we observe
- $F \circ g^n_k$ has size $s = O(n) \cdot \exp(O(k^{1+\epsilon}))$,
- $F \circ g^n_k$ has width $O(k^{1+\epsilon})$,
- $S(F \circ g^n_k)$ has $k$-party NOF communication complexity $\text{CC} = \Omega(\sqrt{n/\log n}/2^k k)$; this follows from Lemma 7.31, Theorems 7.3 and 7.7, and Sherstov’s lower bound [She13b].
  (Alternatively, the complexity is $\Omega(n/\log n)$ in case $k = 2$.)

Fix $\delta > 0$ and choose $k = (\log n)^{1-\delta}$. For large $n$, the above bounds translate into:

$$s = n^{1+o(1)}, \quad \text{width} \leq \log n, \quad \text{and} \quad \text{CC} \geq n^{1/2-o(1)}.$$

Therefore, by Lemma 7.30, there are no $T^{cc}(k)$ refutations of $F \circ g^n_k$ with rank at most $n^{1/2-o(1)}/\log n = n^{1/2-o(1)}$. The result follows by letting $\delta \to 0$ sufficiently slowly.

7.6.4 Length–space lower bounds

In order to study the space that is required by a refutation, we need to switch to a more appropriate space-oriented view of proofs.

**Definition 7.32** (Space-oriented proofs. E.g., [Nor13, S2.2]). A refutation of a CNF formula $F$ in length $L$ and space $Sp$ is a sequence of configurations $\mathbb{D}_0, \ldots, \mathbb{D}_L$ where each $\mathbb{D}_i$ is a set of lines (of the underlying proof system) satisfying $|\mathbb{D}_i| \leq Sp$ and such that $\mathbb{D}_0 = \emptyset$, $\mathbb{D}_L$ contains a trivially false line, and $\mathbb{D}_i$ is obtained from $\mathbb{D}_{i-1}$ via one of the following derivation steps:

- **Clause download**: $\mathbb{D}_i = \mathbb{D}_{i-1} \cup \{v_C\}$ where $v_C$ is a translation of some clause $C$ of $F$.
- **Inference**: $\mathbb{D}_i = \mathbb{D}_{i-1} \cup \{v\}$ where $v$ follows from some number of lines of $\mathbb{D}_{i-1}$ by an inference rule of the system.
- **Erasure**: $\mathbb{D}_i = \mathbb{D}_{i-1} \setminus \{v\}$ for some $v \in \mathbb{D}_{i-1}$.

Huynh and Nordström [HN12] proved that if $F$ has a $T^{cc}(2)$ refutation of short length and small space, then there is a low-cost randomised two-party protocol for $S(F)$. It is straightforward to show that this result holds more generally for $T^{cc}(k)$ proofs and $k$-party protocols. The high level idea is that the players can use the refutation of $F$ to do a binary search for a violated clause.

**Lemma 7.33** (Simulation of space-bounded proofs). Fix a CNF formula $F$ of size $s$ and some $k$-partition of its variables. If $F$ has a $T^{cc}(k)$ refutation of length $L$ and space $Sp$, then there is a $k$-party randomised bounded-error protocol for $S(F)$ of communication cost

$$Sp \cdot \log L \cdot \log s.$$

**Proof.** Let $\alpha : \text{vars}(F) \to \{0, 1\}$ be an input to the search problem $S(F)$. Fix a length-$L$ space-$Sp$ refutation of $F$ with configurations $\mathbb{D}_0, \ldots, \mathbb{D}_L$.

We will describe a $k$-party protocol to find a clause of $F$ that is violated under $\alpha$. The $k$ players first consider the configuration $\mathbb{D}_{L/2}$ in the refutation and communicate in order
to evaluate the truth value of all lines in $D_{L/2}$ under $\alpha$. If all lines of $D_{L/2}$ are true, they continue their search on the subderivation $D_{L/2}, \ldots, D_{L}$, and otherwise the search continues on the subderivation $D_{0}, \ldots, D_{L/2}$. In this way, we do a binary search, always maintaining the invariant that the first configuration in the subderivation evaluates to true, but some line in the last configuration evaluates to false. After $\log L$ steps, the players will find an $i \in [L]$ such that all of $D_{i-1}$ evaluates to true but some line in $D_i$ is false under $\alpha$. By the soundness of the proof system, the false line in $D_i$ must have been a download of a some clause of $F$ and this clause solves the search problem.

Let us analyse the communication complexity of the protocol. The cost of evaluating any particular configuration with error at most $(4 \log L)^{-1} \leq (4s)^{-1}$ is $Sp \cdot \text{polylog } s$. Thus the overall cost is $Sp \cdot \log L \cdot \text{polylog } s$ and the total error is at most $1/4$.

Huynh and Nordström proceeded to construct formulas $Peb_G$ of size $s$ such that they admit Resolution refutations of size $O(s)$, but for which any $T^{cc}(2)$ refutation in space $Sp$ and length $L$ must satisfy $Sp \cdot \log L = s^{1/4-o(1)}$. Using our multi-party lower bounds, we can now generalise this tradeoff result to $T^{cc}(k)$ proof systems. Namely, we prove the following result, which was stated in the introduction.

**Theorem 7.13** (Length–space lower bounds). There are CNF formulas $F$ of size $s$ such that

- $F$ admits a Resolution refutation of length $L = s^{1+o(1)}$ and space $Sp = s^{1/2+o(1)}$.
- Any length $L$ and space $Sp$ refutation of $F$ in $T^{cc}(k)$ must satisfy

$$Sp \cdot \log L \geq \begin{cases} s^{1/2-o(1)}, & \text{for } k = 2, \\ s^{1/4-o(1)}, & \text{for } 3 \leq k \leq (\log s)^{1-o(1)}. \end{cases}$$

(7.1)

**Proof.** The formula family, parameterised by $n \in \mathbb{N}$, is

$$Peb_G \circ g_k^n,$$

where $G$ is the graph from Theorem 7.9 with $n$ nodes and maximum degree $d = O(1)$, and where $k = k(n)$ is a parameter, and where $g_k : \mathcal{X}^k \rightarrow \{0, 1\}$ is again our gadget from Corollary 7.20. In particular, letting $l = \log |\mathcal{X}|$, these formulas have size

$$s \leq \Theta(n) \cdot 2^{dkl}.$$

**Lower bound.** Using $\text{cbs}(S(Peb_G)) = \Omega(n^{1/2})$ and an argument similar to the proof of Theorem 7.12, we conclude that $S(Peb_G \circ g_k^n)$ has $k$-party randomised communication complexity $\Omega(n^{1/4-o(1)})$ when we choose $k = (\log n)^{1-o(1)}$ appropriately. (Alternatively, the complexity is $\Omega(n^{1/2-o(1)})$ for $k = 2$.) Recall also that with this choice of $k$, we have $s = n^{1+o(1)}$. This proves the lower bound (7.1) in view of Lemma 7.33.
Upper bound (sketch). To see that the lifted formula $\text{Peb}_G \circ g^a_k$ has a Resolution refutation of length $s^{1+o(1)}$ and space $s^{1/2+o(1)}$, we will mimic the usual length-$O(n)$ space-$O(n^{1/2})$ refutation of the original formula $\text{Peb}_G$. This refutation follows the pebbling of $G$: whenever a node $v$, with in-neighbours $w_1, \ldots, w_d$, is pebbled, we derive the clause $(v)$ from previously derived clauses $(w_1), \ldots, (w_d)$ and the clause $(\neg w_1 \lor \cdots \lor \neg w_d \lor v)$ of $\text{Peb}_G$.

For the lifted version $\text{Peb}_G \circ g^a_k$ we want to do the same thing, deriving the lifted clauses associated with $(v)$ from the lifted clauses associated with $(w_1), \ldots, (w_d)$ and $(\neg w_1 \lor \cdots \lor \neg w_d \lor v)$. The number of lifted variables that underlie each pebbling step is $dkl$, and since there is always a Resolution refutation of size exponential in the number of variables, it follows that each resolution step in the original refutation of $\text{Peb}_G$ can be simulated by $O(2^{dkl}) = s^{o(1)}$ steps in the lifted proof. Thus the total length of the lifted refutation is $O(n) \cdot s^{o(1)} = s^{1-o(1)}$. Similarly, the space used is $s^{1/2+o(1)}$.\qed
Chapter 8

Extension Complexity of Independent Set Polytopes

Overview. In this chapter, we exhibit an $n$-node graph whose independent set polytope requires extended formulations of size exponential in $\Omega(n/\log n)$. Previously, no explicit examples of $n$-dimensional 0/1-polytopes were known with extension complexity larger than exponential in $\Theta(\sqrt{n})$. Our construction is inspired by a relatively little-known connection between extended formulations and (monotone) circuit depth. This chapter is based on the following publication:


8.1 Introduction

A polytope $P \subseteq \mathbb{R}^n$ with many facets can sometimes admit a concise description as the projection of a higher dimensional polytope $E \subseteq \mathbb{R}^e$ with few facets. This phenomenon is studied in the theory of “extended formulations”. The extension complexity $xc(P)$ of a polytope $P$ is defined as the minimum number of facets in any $E$ (called an extended formulation for $P$) such that

$$P = \{x \in \mathbb{R}^n : (x, y) \in E \text{ for some } y\}.$$  

Extended formulations are useful for solving combinatorial optimization problems: instead of optimizing a linear function over $P$, we can optimize it over $E$—this may be more efficient since the runtime of LP solvers often depends on the number of facets.

Fiorini et al. [FMP+15] were the first to show (using methods from communication complexity [KN97, Juk12]) exponential extension complexity lower bounds for many explicit polytopes of relevance to combinatorial optimization, thereby solving an old challenge set by Yannakakis [Yan91]. For example, their results include a $2^{\Omega(m)}$ lower bound for the $\binom{m}{2}$-dimensional...
correlation/cut polytope. In another breakthrough, Rothvoß [Rot14] proved a much-conjectured $2^{Ω(m)}$ lower bound for the ${m \choose 2}$-dimensional matching polytope. By now, many accessible introductions to extended formulations are available; e.g., Roughgarden [Rou15, §5], Kaibel [Kai11], Conforty et al. [CCZ10] or their textbook [CCZ14, §4.10].

\section*{8.1.1 Our result}

Our main result is to construct an explicit 0/1-polytope of near-maximal extension complexity $2^{Ω(n/\log n)}$. Moreover, the polytope can be taken to be the independent set polytope $P_G$ of an $n$-node graph $G$, i.e., the convex hull of (the indicator vectors of) the independent sets of $G$. Previously, a lower bound of $2^{Ω(\sqrt{n})}$ was known for independent set polytopes [FMP+15].

**Theorem 8.1.** There is an (explicit) family of $n$-node graphs $G$ with $xc(P_G) \geq 2^{Ω(n/\log n)}$.

In fact, our graph family has bounded degree. Hence, using known reductions, we get as a corollary quantitative improvements—from $2^{Ω(\sqrt{n})}$ to $2^{Ω(n/\log n)}$—for the extension complexity of, for instance, 3SAT and knapsack polytopes; see [AT14, PV13] for details.

We strongly conjecture that our graph family actually satisfies $xc(P_G) \geq 2^{Ω(n)}$, i.e., that the $\log n$ factor in the exponent is an artefact of our proof technique. We give concrete evidence for this by proving an optimal bound for a certain query complexity analogue of Theorem 8.1. In particular, the conjectured bound $xc(P_G) \geq 2^{Ω(n)}$ would follow from quantitative improvements to the known communication-to-query simulation theorems (Chapter 2 in particular). Incidentally, this also answers a question of Lovász, Naor, Newman, and Wigderson [LNNW95]: we obtain a maximal $Ω(n)$ lower bound on the randomised query complexity of a search problem with constant certificate complexity.

\section*{8.1.2 Our approach}

Curiously enough, an analogous $\sqrt{n}$-frontier existed in the seemingly unrelated field of monotone circuits: Raz and Wigderson [RW92] proved an $Ω(m)$ lower bound for the depth of any monotone circuit computing the matching function on $\binom{m}{2}$ input bits. This remained the largest monotone depth bound for an explicit function until our work of Chapter 7 appeared, where we exhibit a function with monotone depth $Ω(n/\log n)$. In short, our idea is to prove an extension complexity analogue of this latter result.

The conceptual inspiration for our construction is a relatively little-known connection between Karchmer–Wigderson games [KW88] (which characterize circuit depth) and extended
formulations. This “KW/EF connection” (see Section 8.2 for details) was pointed out by Hrubeš [Hru12] as a nonnegative analogue of a classic rank-based method of Razborov [Raz90]. In this chapter, we focus only on the monotone setting. For any monotone \( f: \{0,1\}^n \to \{0,1\} \) we can study the convex hull of its 1-inputs, namely, the polytope

\[
F := \text{conv} f^{-1}(1).
\]

The upshot of the KW/EF connection is that extension complexity lower bounds for \( F \) follow from a certain type of strengthening of monotone depth lower bounds for \( f \). For example, using this connection, it turns out that Rothvoß’s result [Rot14] implies the result of Raz and Wigderson [RW92] in a simple black-box fashion (Section 8.2.3).

Our main technical result is to strengthen the existing monotone depth lower bound from Chapter 7 into a lower bound for the associated polytope (though we employ substantially different techniques than were used in that paper). The key communication search problem studied in Chapter 7 is a communication version of the well-known Tseitin problem, which has especially deep roots in proof complexity (e.g., [Juk12, §18.7]) and has also been studied in query complexity [LNNW95]. We use information complexity techniques to prove the required \( \Omega(n/\log n) \) communication lower bound for the relevant variant of the Tseitin problem; information theoretic tools have been used in extension complexity several times [BM13, BP13, BP15]. One relevant work is Huynh and Nordström [HN12] (predecessor to Chapter 7), whose information complexity arguments we extend in this chapter.

(Instead of using information complexity, an alternative seemingly promising approach would be to “lift” a strong enough query complexity lower bound for Tseitin into communication complexity. Unfortunately, this approach runs into problems due to limitations in existing communication-to-query simulation theorems; we discuss this in Section 8.7.)

Theorem 8.1 follows by reductions from the result for Tseitin (Section 8.4). Indeed, it was known that the Tseitin problem reduces to the monotone KW game associated with an \( f: \{0,1\}^{O(n)} \to \{0,1\} \) that encodes (in a monotone fashion) a certain CSP satisfiability problem. This gives us an extension complexity lower bound for the (explicit) polytope \( F := \text{conv} f^{-1}(1) \). As a final step, we give a reduction from \( F \) to an independent set polytope.

8.1.3 Background

Let \( M \) be a nonnegative matrix. The nonnegative rank of \( M \), denoted \( \text{rk}^+(M) \), is the minimum \( r \) such that \( M \) can be decomposed as a sum \( \sum_{i \in [r]} R_i \) where each \( R_i \) is a rank-1 nonnegative matrix.

**Randomized protocols.** Faenza et al. [FFGT14] observed that a nonnegative rank decomposition can be naturally interpreted as a type of randomised protocol that computes the matrix \( M \) “in expectation”. We phrase this connection precisely as follows: \( \log \text{rk}^+(M) + \Theta(1) \) is the minimum communication cost of a private-coin protocol \( \Pi \) whose acceptance probability on
each input \((x,y)\) satisfies \(\Pr[\Pi(x,y) \text{ accepts}] = \alpha \cdot \text{M}_{x,y}\) where \(\alpha > 0\) is an absolute constant of proportionality (depending on \(\Pi\) but not on \(x,y\)). All communication protocols in this paper are private-coin.

\textbf{Slack matrices.} The extension complexity of a polytope \(P = \{x \in \mathbb{R}^n : Ax \geq b\}\) can be characterized in terms of the nonnegative rank of the \textit{slack matrix} \(M = M(P)\) associated with \(P\). The entries of \(M\) are indexed by \((v,i)\) where \(v \in P\) is a vertex of \(P\) and \(i\) refers to the \(i\)-th facet-defining inequality \(A_i x \geq b_i\) for \(P\). We define \(M_{v,i} := A_i v - b_i \geq 0\) as the distance (slack) of the \(i\)-th inequality from being tight for \(v\). Yannakakis \cite{Yan91} showed that \(\text{xc}(P) = \text{rk}^+(M(P))\).

A convenient fact for proving lower bounds on \(\text{rk}^+(M)\) is that the nonnegative rank is unaffected by the addition of columns to \(M\) that each record the slack between vertices of \(P\) and some valid (but not necessarily facet-defining) inequality for \(P\). For notation, let \(P \subseteq Q\) be two nested polytopes (in fact, \(Q\) can be an unbounded polyhedron). We define \(M(P;Q)\) as the slack matrix whose rows correspond to vertices of \(P\) and columns correspond to the facets of \(Q\) (hence \(M(P;P) = M(P)\)). We have \(\text{rk}^+(M(P)) \geq \text{rk}^+(M(P) \cup M(P;Q)) - 1 \geq \text{rk}^+(M(P;Q)) - 1\) where “\(\cup\)” denotes concatenation of columns.\(^1\) We summarize all the above in the following.

\textbf{Fact 8.2.} For all polytopes \(P \subseteq Q\), we have \(\text{xc}(P) = \text{rk}^+(M(P)) \geq \text{rk}^+(M(P;Q)) - 1\).

\section{KW/EF connection}

We now describe the connection showing that EF lower bounds follow from a certain type of strengthening of lower bounds for monotone KW games (and similarly, lower bounds for monotone KW games follow from certain strong enough EF lower bounds). This is not directly used in the proof of Theorem 8.1, but it serves as inspiration by suggesting the approach we use in the proof.

\subsection{Definitions}

Let \(f : \{0,1\}^n \rightarrow \{0,1\}\) be a monotone function. We define \(\text{KW}^+(f)\) as the deterministic communication complexity of the following \textit{monotone KW game} associated with \(f\).

\begin{center}
\begin{tabular}{c}
\textbf{KW}^+\text{-game} \\
\hline
\textbf{Input:} Alice gets \(x \in f^{-1}(1)\), and Bob gets \(y \in f^{-1}(0)\). \\
\textbf{Output:} An index \(i \in [n]\) such that \(x_i = 1\) and \(y_i = 0\).
\end{tabular}
\end{center}

\(^1\)Specifically, Farkas’s Lemma implies that the slack of any valid inequality for \(P\) can be written as a nonnegative linear combination of the slacks of the facet-defining inequalities for \(P\), plus a nonnegative constant \cite[Proposition 1.9]{Zie95}. Thus if we take \(M(P) \cup M(P;Q)\) and subtract off (possibly different) nonnegative constants from each of the “new” columns \(M(P;Q)\), we get a matrix each of whose columns is a nonnegative linear combination of the “original” columns \(M(P)\) and hence has the same nonnegative rank as \(M(P)\). Since we subtracted off a nonnegative rank-1 matrix, we find that \(\text{rk}^+(M(P) \cup M(P;Q)) \leq \text{rk}^+(M(P)) + 1\).
We often think of \( x \) and \( y \) as subsets of \([n]\). In this language, a feasible solution for the KW\(^{+}\)-game is an \( i \in x \cap \bar{y} \) where \( \bar{y} := [n] \setminus y \). Given a monotone \( f \), we denote by \( F := \text{conv } f^{-1}(1) \) the associated polytope. We can express the fact that any pair \((x, y) \in f^{-1}(1) \times f^{-1}(0)\) admits at least one witness \( i \in x \cap \bar{y} \) via the following linear inequality:

\[
\sum_{i : y_i = 0} x_i \geq 1. \tag{8.1}
\]

Since (8.1) is valid for all the vertices \( x \in F \), it is valid for the whole polytope \( F \). Define \( F_{kw} \supseteq F \) as the polyhedron whose facets are determined by the inequalities (8.1), as indexed by 0-inputs \( y \). The \((x, y)\)-th entry in the slack matrix \( M(F; F_{kw}) \) is then \( \sum_{i : y_i = 0} x_i - 1 \). In words, this quantity counts the number of witnesses in the KW\(^{+}\)-game on input \((x, y)\) minus one.

More generally, let \( S \subseteq X \times Y \times Q \) be any communication search problem (not necessarily a KW\(^{+}\)-game, even though any \( S \) can be reformulated as such [Gálo1, Lemma 2.3]). Here \( Q \) is some set of solutions/witnesses, and letting \( S(x, y) := \{ q \in Q : (x, y, q) \in S \} \) denote the set of feasible solutions for input \((x, y)\), we assume that \( S(x, y) \neq \emptyset \) for all \((x, y)\). We associate with \( S \) the following natural “number of witnesses minus one” communication game.

(\(#\exists - 1\)-game)

**Input:** Alice gets \( x \in X \), and Bob gets \( y \in Y \).

**Output:** Accept with probability proportional to \(|S(x, y)| - 1\).

The communication complexity of this game is simply \( \log \text{rk}^+(M^S) + \Theta(1) \) where \( M^S_{x,y} := |S(x, y)| - 1 \).

**8.2.2 The connection**

What Hrubeš [Hru12, Proposition 4] observed was that an efficient protocol for a search problem \( S \) implies an efficient protocol for the associated (\(#\exists - 1\)-game). In particular, for KW\(^{+}\)-games,

\[
\log \text{rk}^+(M(F; F_{kw})) \leq O(\text{KW}^{+}(f)). \tag{KW/EF}
\]

The private-coin protocol for \( M(F; F_{kw}) \) computes as follows. On input \((x, y) \in f^{-1}(1) \times f^{-1}(0)\) we first run the optimal deterministic protocol for the KW\(^{+}\)-game for \( f \) to find a particular \( i \in [n] \) witnessing \( x_i = 1 \) and \( y_i = 0 \). Then, Alice uses her private coins to sample a \( j \in [n] \setminus \{i\} \) uniformly at random, and sends this \( j \) to Bob. Finally, the two players check whether \( x_j = 1 \) and \( y_j = 0 \) accepting if this is the case. The acceptance probability of this protocol is proportional to the number of witnesses minus one, and the protocol has cost \( \text{KW}^{+}(f) + \log n + O(1) \leq O(\text{KW}^{+}(f)) \) (where we assume w.l.o.g. that \( f \) depends on all of its input bits so that \( \text{KW}^{+}(f) \geq \log n \)).
8.2.3 Example: Matchings

Rothvoß vs. Raz–Wigderson. Consider the monotone function \( f : \{0, 1\}^{\binom{m}{2}} \rightarrow \{0, 1\} \) that outputs 1 iff the input, interpreted as a graph on \( m \) nodes (\( m \) even), contains a perfect matching. Then \( F := \text{conv } f^{-1}(1) \) is the perfect matching polytope. The inequalities (8.1) for \( f \) happen to include the so-called “odd set” inequalities, which were exploited by Rothvoß [Rot14] in showing that \( \log \text{rk}^+(M(F; F_{\text{kw}})) \geq \Omega(m) \). Applying the (KW/EF) connection to Rothvoß’s lower bound implies in a black-box fashion that \( \text{KW}^+(f) \geq \Omega(m) \), which is the result of Raz and Wigderson [RW92].

Converse to (KW/EF)? It is interesting to compare the above with the case of bipartite perfect matchings. Consider a monotone \( f : \{0, 1\}^{m \times m} \rightarrow \{0, 1\} \) that takes a bipartite graph as input and outputs 1 iff the graph contains a perfect matching. It is well-known that \( F := \text{conv } f^{-1}(1) \) admits a polynomial-size extended formulation [Sch03, Theorem 18.1]. By contrast, the lower bound \( \text{KW}^+(f) \geq \Omega(m) \) from [RW92] continues to hold even in the bipartite case. This example shows that the converse inequality to (KW/EF) does not hold in general. Hence, a lower bound for the \( (\#\exists−1) \)-game can be a strictly stronger result than a similar lower bound for the \( \text{KW}^+ \)-game.

8.2.4 Minterms and maxterms

A minterm \( x \in f^{-1}(1) \) is a minimal 1-input in the sense that flipping any 1-entry of \( x \) into a 0 will result in a 0-input. Analogously, a maxterm \( y \in f^{-1}(0) \) is a maximal 0-input. It is a basic fact that solving the KW+-game for minterms/maxterms is enough to solve the search problem on any input: Say that Alice’s input \( x \) is not a minterm. Then Alice can replace \( x \) with any minterm \( x' \subseteq x \) and run the protocol on \( x' \). A witness \( i \in [n] \) for \((x', y)\) works also for \((x, y)\). A similar fact holds for the \( (\#\exists−1) \)-game: we claim that the nonnegative rank does not change by much when restricted to minterms/maxterms. Say that Alice’s input \( x \) is not a minterm. Then Alice can write \( x = x' \cup x'' \) (disjoint union) where \( x' \) is a minterm. Then \( |x \cap \bar{y}| - 1 = (|x' \cap \bar{y}| - 1) + |x'' \cap \bar{y}| \) where the first term is the \( (\#\exists−1) \)-game for \((x', y)\) and the second term has nonnegative rank at most \( n \). (A similar argument works if Bob does not have a maxterm.)

8.3 Tseitin problem

8.3.1 Query version

Fix a connected node-labeled graph \( G = (V, E, \ell) \) where \( \ell \in \mathbb{Z}_2^V \) has odd weight, i.e., \( \sum_{v \in V} \ell(v) = 1 \) where the addition is modulo 2. For any edge-labeling \( z \in \mathbb{Z}_2^E \) and a node \( v \in V \) we write concisely \( z(v) := \sum_{e \ni v} z(e) \) for the mod-2 sum of the edge-labels adjacent to \( v \).
Tseitin problem: $\text{Tse}_G$

**Input:** Labeling $z \in \mathbb{Z}_2^E$ of the edges.

**Output:** A node $v \in V$ containing a parity violation $z(v) \neq \ell(v)$.

As a sanity check, we note that on each input $z$ there must exist at least one node with a parity violation. This follows from the fact that, since each edge has two endpoints, the sum $\sum_v z(v)$ is even, whereas we assumed that the sum $\sum_v \ell(v)$ is odd.

**Basic properties.** The above argument implies more generally that the set of violations $\text{viol}(z) := \{v \in V : z(v) \neq \ell(v)\}$ is always of odd size. Conversely, for any odd-size set $S \subseteq V$ we can design an input $z$ such that $\text{viol}(z) = S$. To see this, it is useful to understand what happens when we flip a path in an input $z$. Formally, suppose $p \in \mathbb{Z}_2^E$ is (an indicator vector of) a path. Define $z^p$ as $z$ with bits on the path $p$ flipped (note that $z^p = z + p \in \mathbb{Z}_2^E$; however, the notation $z^p$ will be more convenient later). Flipping $p$ has the effect of flipping whether each endpoint of $p$ is a violation. More precisely, the violated nodes in $z^p$ are related to those in $z$ as follows: (i) if both endpoints of $p$ are violated in $z$ then the flip causes that pair of violations to disappear; (ii) if neither endpoint of $p$ is violated in $z$, then the flip introduces a pair of new violations; (iii) if precisely one endpoint of $p$ was violated in $z$, then the flip moves a violation from one endpoint of $p$ to the other. By applying (i)–(iii) repeatedly in a connected graph $G$, we can design an input $z$ where $\text{viol}(z)$ equals any prescribed odd-size set $S$.

If $z$ and $z'$ have the same set of violations, $\text{viol}(z) = \text{viol}(z')$, then their difference $q := z - z' \in \mathbb{Z}_2^E$ satisfies $q(v) = 0$ for all $v \in V$. That is, $q$ is an eulerian subgraph of $G$. On the other hand, for any eulerian graph $q$, the inputs $z$ and $z^q$ have the same violations. Consequently, to generate a random input with the same set of violations as some fixed $z$, we need only pick a random eulerian graph $q$ and output $z^q$. (Eulerian graphs form a subspace of $\mathbb{Z}_2^E$, sometimes called the cycle space of $G$.)

### 8.3.2 Communication version

The communication version of the Tseitin problem is obtained by composing (or lifting) $\text{Tse}_G$ with a constant-size two-party gadget $g : \mathcal{X} \times \mathcal{Y} \to \{0,1\}$. In the lifted problem $\text{Tse}_G \circ g^n$, where $n := |E|$, Alice gets $x \in \mathcal{X}^n$ as input, Bob gets $y \in \mathcal{Y}^n$ as input, and their goal is to find a node $v \in V$ that is violated for

$$z := g^n(x, y) = (g(x_1, y_1), \ldots, g(x_n, y_n)).$$

We define our gadget precisely in Section 8.5. For now—in particular, for the reductions presented in the next section—the only important property of our gadget is that $|\mathcal{X}|, |\mathcal{Y}| \leq O(1)$. 
8.3.3 Statement of result

We prove that there is a family of bounded-degree graphs $G$ such that the $(\#\exists-1)$-game associated with $Tse_G \circ g^n$ requires $\Omega(n/\log n)$ bits of communication. We prove our lower bound assuming only that $G = (V,E)$ is well-connected enough as captured by the following definition (also used in Chapter 7). A graph $G$ is $k$-routable iff there is a set of $2k+1$ nodes $T \subseteq V$ called terminals such that for any pairing $P := \{{s_i,t_i}: i \in [\kappa]\}$ (set of pairwise disjoint pairs) of $2\kappa$ terminals ($\kappa \leq k$), there exist $\kappa$ edge-disjoint paths (called canonical paths for $P$) such that the $i$-th path connects $s_i$ to $t_i$. Furthermore, we tacitly equip $G$ with an arbitrary odd-weight node-labeling.

**Theorem 8.3.** There is a constant-size $g$ such that for every $k$-routable graph $G$ with $n$ edges, the $(\#\exists-1)$-game for $Tse_G \circ g^n$ requires $\Omega(k)$ bits of communication.

If we choose $G$ to be a sufficiently strong expander graph, we may take $k = \Theta(n/\log n)$ as shown by Frieze et al. [FZ00, Fri01]. Alternative constructions with $k = \Theta(n/\log n)$ exist based on bounded-degree “butterfly” graphs; see [Nor15, §5] for an exposition.

**Corollary 8.4.** There is a constant-size $g$ and an explicit bounded-degree graph $G$ with $n$ edges such that the $(\#\exists-1)$-game for $Tse_G \circ g^n$ requires $\Omega(n/\log n)$ bits of communication.

As a bonus, we also prove that the query complexity of the $(\#\exists-1)$-game for $Tse_G$ is $\Omega(n)$ on any expander $G$ (see Section 8.7).

8.4 Reductions

The goal of this section is to show, via reductions, that a lower bound on the $(\#\exists-1)$-game for $Tse_G \circ g^n$ (where $G = (V,E)$ is of bounded degree and $n := |E|$) translates directly into a lower bound on the extension complexity of $P_K$ for an $O(n)$-node bounded-degree graph $K$.

8.4.1 Definition: Monotone CSP-SAT

We start by describing a way of representing constraint satisfaction problems (CSP) as a monotone function; this was introduced in Chapter 7 and further studied by Oliveira [Oli15, Chapter 3]. The function is defined relative to some finite alphabet $\Sigma$ and a fixed constraint topology determined by a bipartite graph $H := (L \cup R,E)$. The left nodes $L$ are thought of as variables (taking values in $\Sigma$) and the right nodes $R$ correspond to constraints. For a constraint $c \in R$, let $\var(c) \subseteq L$ denote the variables involved in $c$. Let $d$ denote the maximum degree of a node in $R$. The function $\text{SAT} = \text{SAT}_{\Sigma,H}: \{0,1\}^m \rightarrow \{0,1\}$, where $m \leq |R| \cdot |\Sigma|^d$, is now defined as follows. An input $x \in \{0,1\}^m$ defines a CSP instance by specifying, for each $c \in R$, a truth table $\Sigma^{\var(c)} \rightarrow \{0,1\}$ that records which assignments to the variables $\var(c)$ satisfy $c$. Then $\text{SAT}(x) := 1$ iff there is some global assignment $L \rightarrow \Sigma$ that satisfies all the constraints as specified by $x$. This is monotone: if we flip any 0 into a 1 in the truth table of a constraint, we are only making the constraint easier to satisfy.
8.4.2 From Tseitin to CSP-SAT

For the reader’s convenience, we recount the reduction (from Section 7.5.1) from the search problem $Tse_G \circ g^n$ to the KW$^+$-game for SAT $= SAT_{X,H}: \{0,1\}^m \rightarrow \{0,1\}$. Here the alphabet is $X$ and the bipartite graph $H$ is defined on $E(G) \cup V(G)$ such that there is an edge $(e,v) \in E(H)$ iff $v \in e$. Note that $m \leq O(n)$ provided that $|X| \leq O(1)$ and that $G$ is of bounded degree.

On input $(x,y)$ to $Tse_G \circ g^n$ the two players proceed as follows:

- Alice maps her $x \in X^{E(G)}$ into a CSP whose sole satisfying assignment is $x$. Namely, for each constraint $v \in V(G)$, the truth table $X^{\text{var}(v)} \rightarrow \{0,1\}$ is all-0 except for a unique 1 in position $x|_{\text{var}(v)}$ (restriction of $x$ to coordinates in $\text{var}(v)$).

- Bob maps his $y \in Y^{E(G)}$ into an unsatisfiable CSP. Namely, for each constraint $v \in V(G)$, the truth table $t_v: X^{\text{var}(v)} \rightarrow \{0,1\}$ is given by $t_v(\hat{x}) := 1$ iff $(g(\hat{x}_e,y_e))_{e \in \text{var}(v)} \in \{0,1\}^{\text{var}(v)}$ is a partial edge-labeling of $G$ that does not create a parity violation on $v$.

Let us explain why Bob really produces a 0-input of SAT. Suppose for contradiction that there is an $\hat{x} \in X^{E(G)}$ that satisfies all of Bob’s constraints: $t_v(\hat{x}|_{\text{var}(v)}) = 1$ for all $v$. By definition, this means that $z := g^n(\hat{x},y)$ is an input to $Tse_G$ without any violated nodes—a contradiction.

This reduction is parsimonious: it maps witnesses to witnesses in 1-to-1 fashion. Indeed, a node $v$ is violated for $Tse_G \circ g^n$ if and only if Alice’s truth table for $v$ has its unique 1 in a coordinate where Bob has a 0. In conclusion, the ($\#3-1$)-game associated with (the KW$^+$-game for) SAT is at least as hard as the ($\#3-1$)-game for $Tse_G \circ g^n$.

8.4.3 From CSP-SAT to independent sets

As a final step, we start with SAT $= SAT_{\Sigma,H}: \{0,1\}^m \rightarrow \{0,1\}$ and construct an $m$-node graph $K$ such that a slack matrix of the independent set polytope $P_K$ embeds the ($\#3-1$)-game for SAT (restricted to minterms). Let $H := (L \cup R, E)$ (as above) and define $n := |R|$ (above we had $n = |L|$, but in our case $|L| = \Theta(|R|)$ anyway).

The $m$-node graph $K$ is defined as follows (this is reminiscent of a reduction from [FGL$^+$96]).

- The nodes of $K$ are in 1-to-1 correspondence with the input bits of SAT. That is, for each constraint $c \in R$ we have $|\Sigma^{\text{var}(c)}|$ many nodes in $K$ labeled with assignments $\text{var}(c) \rightarrow \Sigma$.

- There is an edge between any two nodes whose assignments are inconsistent with one another. (Here $\phi_i: \text{var}(c_i) \rightarrow \Sigma$, $i \in \{1,2\}$, are inconsistent iff there is some $e \in \text{var}(c_1) \cap \text{var}(c_2)$ such that $\phi_1(e) \neq \phi_2(e)$.) In particular, the truth table of each constraint becomes a clique.

(It can be seen that $K$ has bounded degree if $H$ has bounded left- and right-degree, which it does after our reduction from Tseitin for a bounded-degree $G$.)

The key property of this construction is the following:

The minterms of SAT are precisely the (indicator vectors of) maximal independent sets of $K$. 

Indeed, the minterms \( x \in \text{SAT}^{-1}(1) \) correspond to CSPs with a unique satisfying assignment \( \phi: L \to \Sigma \); there is a single 1-entry in each of the \( n \) truth tables (so that \( |x| = n \)) consistent with \( \phi \). Such an \( x \), interpreted as a subset of nodes, is independent in \( K \) as it only contains nodes whose labels are consistent with \( \phi \). Conversely, because every independent set \( x \subseteq V(K) \) can only contain pairwise consistently labeled nodes, \( x \) naturally defines a partial assignment \( L' \to \Sigma \) for some \( L' \subseteq L \). A maximal independent set \( x \) corresponds to picking a node from each of the \( n \) constraint cliques consistent with some total assignment \( \phi: L \to \Sigma \). Hence \( x \) is a 1-input to SAT with unique satisfying assignment \( \phi \).

Our goal is now to exhibit a set of valid inequalities for the independent set polytope \( P_K \) whose associated slack matrix embeds the \((\#\exists-1)\)-game for SAT. Let \( x \subseteq V(K) \) be an independent set and \( y \in \text{SAT}^{-1}(0) \). We claim that the following inequalities (indexed by \( y \)) are valid:

\[
|x \cap y| = \sum_{i : y_i = 1} x_i \leq n - 1. \tag{8.2}
\]

Clearly (8.2) holds whenever \( |x| \leq n - 1 \). Since it is impossible to have \( |x| \geq n + 1 \), assume that \( x \) is maximal: \( |x| = n \). As argued above, \( x \) is a minterm of SAT. Hence \((x, y)\) is a valid pair of inputs to the KW\(^+\)-game, and so they admit a witness: \( |x \cap \bar{y}| \geq 1 \). Therefore \( |x \cap y| = n - |x \cap \bar{y}| \leq n - 1 \). This shows that (8.2) is valid. The slack matrix associated with inequalities (8.2) has entries

\[
n - 1 - |x \cap y| = |x \cap \bar{y}| - 1,
\]

for any minterm \( x \) and any \( y \in \text{SAT}^{-1}(0) \). But this is just the \((\#\exists-1)\)-game for SAT with Alice’s input restricted to minterms.

### 8.4.4 Proof of Theorem 8.1

Here we simply string the above reductions together. By Corollary 8.4 there is a constant-size \( g \) and a bounded-degree \( G \) with \( n \) edges such that the \((\#\exists-1)\)-game for Tseitin \( \circ g^n \) requires \( \Omega(n/\log n) \) bits of communication. By the reduction of Section 8.4.2 this implies an \( \Omega(n/\log n) \) lower bound for the \((\#\exists-1)\)-game associated with (the KW\(^+\)-game for) a monotone function SAT: \( \{0, 1\}^{O(n)} \to \{0, 1\} \). As discussed in Section 8.2.4, the complexity of the \((\#\exists-1)\)-game for SAT is affected only by \( \pm \log n \) when restricted to minterms. Thus the minterm-restricted \((\#\exists-1)\)-game for SAT still has complexity \( \Omega(n/\log n) \). (Alternatively, one can note that the reduction from Tseitin to CSP-SAT produced only minterms.) Hence the nonnegative rank of the matrix for that game is \( 2^{\Omega(n/\log n)} \). By the reduction of Section 8.4.3 there is a bounded-degree \( O(n) \)-node graph \( K \) and a system of valid inequalities (8.2) for the independent set polytope \( P_K \) such that the slack matrix \( M(P_K; Q) \), where \( Q \) is the polyhedron with facets determined by (8.2), embeds the matrix for the minterm-restricted \((\#\exists-1)\)-game for SAT. Thus \( \log \text{rk}^+(M(P_K; Q)) \geq \Omega(n/\log n) \). By Fact 8.2 we have \( \log \text{xc}(P_K) = \log \text{rk}^+(M(P_K)) \geq \log(\text{rk}^+(M(P_K; Q)) - 1) \geq \Omega(n/\log n) \).
8.5 Our gadget

We define our two-party gadget \( g : \{0,1\}^3 \times \{0,1\}^3 \rightarrow \{0,1\} \) as follows; see Figure 8.1:

\[
g(x,y) := x_1 + y_1 + x_2 y_2 + x_3 y_3 \quad (\text{mod } 2).
\]

We note that the smaller gadget \( x_1 + y_1 + x_2 y_2 \) (mod 2) was considered in Chapter 7.

8.5.1 Flips and windows

The most basic property of \( g \) is that it admits Alice/Bob-flips:

1. **Alice-flips:** There is a row permutation \( \pi_A : \mathcal{X} \rightarrow \mathcal{X} \) that flips the output of the gadget:
   \[
g(\pi_A(x),y) = -g(x,y) \quad \text{for all } x,y.
   \]
   Namely, Alice just flips the value of \( x_1 \).

2. **Bob-flips:** There is a column permutation \( \pi_B : \mathcal{Y} \rightarrow \mathcal{Y} \) that flips the output of the gadget:
   \[
g(x,\pi_B(y)) = -g(x,y) \quad \text{for all } x,y.
   \]
   Namely, Bob just flips the value of \( y_1 \).

A more interesting feature of our gadget (which \( x_1 + y_1 + x_2 y_2 \) does not possess) is that \( g \) embeds—in an especially uniform manner—certain \( 2 \times 4 \) and \( 4 \times 2 \) submatrices which we call “stretched AND” and “stretched NAND”. For terminology, we define a \( z \)-window where \( z \in \{0,1\} \) as a \( z \)-monochromatic rectangle of size 2 in the domain of \( g \), i.e., an all-\( z \) submatrix of either horizontal shape \( 1 \times 2 \) or vertical shape \( 2 \times 1 \). Here is an illustration of horizontally stretched AND/NAND, which are composed of four horizontally shaped windows (for vertical stretch, the illustration should be transposed):
The key property is that each \( z \)-window \( w \) is embedded as the stretched \( (1,1) \)-input to a unique embedding of stretched AND (if \( z = 1 \)) or NAND (if \( z = 0 \)) inside \( g \). That is, for each \( w \) we can find the following unique submatrix (illustrated again for horizontal shapes), where we denote by \( w^{\leftarrow} \), \( w^{\uparrow} \), and \( w \) the \((1 - z)\)-windows corresponding to the stretched \((1,0)\)-, \((0,0)\)-, and \((0,1)\)-inputs to the stretched AND/NAND.

This defines three maps ("directed flips") \( w \mapsto w^{\leftarrow}, \ w \mapsto w^{\uparrow}, \ w \mapsto w \), which turn out to be shape-maintaining bijections between the set of \( z \)-windows and the set of \((1 - z)\)-windows. In particular, if \( w \) is a uniformly random \( z \)-window of \( g \), then each of \( w^{\leftarrow}, w^{\uparrow}, w \) is a uniformly random \((1 - z)\)-window.

8.5.2 Checking the existence of flips

The properties of \( g \) claimed above can be verified by directly inspecting the gadget (by hand). Luckily, this task can be eased by exploiting symmetries.

(3) **Transitive symmetry:** The gadget admits a group of symmetries (permutations of its rows and columns leaving \( g \) invariant) which splits the domain of \( g \) into two orbits, \( g^{-1}(1) \) and \( g^{-1}(0) \). Specifically, there is a group \( S \subseteq \mathfrak{S}_8 \times \mathfrak{S}_8 \) (here \( \mathfrak{S}_8 \) is the symmetric group on \( 8 \) elements) such that when \((\pi_1, \pi_2) \in S \) acts on \( g \), the output remains invariant: \( g(\pi_1(x), \pi_2(y)) = g(x, y) \) for all \( x, y \); and moreover, \( S \) is transitive in the sense that for any two \((1,1)\)-inputs \((x, y), (x', y') \in g^{-1}(1) \) (or \((0,0)\)-inputs) there is a symmetry \((\pi_1, \pi_2) \in S \) such that \( (\pi_1(x), \pi_2(y)) = (x', y') \).

To see that \( g \) really does have property (3), we visualize \( g \) as constructed from \( \text{XOR}(x_1, x_2) := x_1 + x_2 \) (mod 2) by applying the following "\( \sim \)" transformation twice:

\[
\begin{array}{ccc}
M & \mapsto & M \\
M & \mapsto & M \end{array}
\]

It is easy to see that \( \text{XOR} \) has the properties (1)–(3). We argue that if \( M \) is a boolean matrix with the properties (1)–(3) and \( M \sim M' \), then \( M' \) has the properties (1)–(3). Suppose the entries of \( M \) are indexed by \((x, y)\); we use \((xa, yb)\) to index the entries of \( M' \) where \( a, b \in \{0, 1\} \).
are bits. If $\pi_A$, $\pi_B$ are the Alice/Bob-flips for $M$, then Alice/Bob-flips for $M'$ are

$$xa \mapsto \pi_A(x)a,$$
$$yb \mapsto \pi_B(y)b.$$  

Suppose $S$ is the transitive symmetry group for $M$. Then the transitive symmetry group for $M'$ is generated by the following symmetries (here $\pi^0_A(x) := x$ and $\pi^1_A(x) := \pi_A(x)$ and similarly for $\pi^b_B$):

$$\forall (\pi_1, \pi_2) \in S : (xa, yb) \mapsto (\pi_1(x)a, \pi_2(y)b),$$
$$\forall (\pi_1, \pi_2) \in S : (xa, yb) \mapsto (\pi^a_A(x)a, y(1-b)),$$
$$\forall (\pi_1, \pi_2) \in S : (xa, yb) \mapsto (x(1-a), \pi^b_B(y)b).$$

The first family of symmetries makes each quadrant of $M'$ transitive, whereas the last two symmetries map entries between quadrants. In the second-to-last symmetry, Bob swaps the left and right halves while Alice applies her flip to the bottom half. In the last symmetry, Alice swaps the top and bottom halves while Bob applies his flip to the right half. This shows that $g$ satisfies (1)–(3).

Rather than checking that each z-window $w$ appears as the stretched $(1,1)$-input to a unique embedding of stretched AND/NAND and that the directed flips are bijections, it is equivalent to check that for all $\ell \in \{(0,0), (0,1), (1,0), (1,1)\}$ each $w$ appears as the stretched $\ell$-input to a unique embedding of stretched AND/NAND in $g$. Let us check this assuming $w$ is a 0-window of shape $1 \times 2$ (the other possibilities can be checked similarly). By transitive symmetry, we may assume that $w$ is picked among the four 0’s of the first row of Figure 8.1(c) (so $\binom{4}{2}$ choices for $w$). The key observation is that the four columns corresponding to these 0’s define a submatrix of $g$ (left half of (c)) that contains each even Hamming weight row once, and that the other four columns (right half of (c)) also contain each even Hamming weight row once. We consider the four cases for $\ell$.

$\ell = (0,0)$: To see that $w$ is the stretched $(0,0)$-input to a unique embedding of stretched AND, find the unique other row that has 0’s in the same columns as $w$. The other two columns in the left half of (c) have 0’s in the top row and 1’s in the other row.

$\ell = (0,1)$: To see that $w$ is the stretched $(0,1)$-input to a unique embedding of stretched AND, find the unique other row that has 1’s in the same columns as $w$ and 0’s in the other two columns of the left half of (c). These other two columns have 0’s in the top row.

$\ell = (1,0)$: To see that $w$ is the stretched $(1,0)$-input to a unique embedding of stretched AND, find the unique other row that has 0’s in the same columns as $w$, then find the unique pair of columns in the right half of (c) that has 0’s in that other row. This pair of columns has 1’s in the first row.

$\ell = (1,1)$: To see that $w$ is the stretched $(1,1)$-input to a unique embedding of stretched NAND,
find the unique other row that has 1’s in the same columns as \( w \) and 0’s in the other
two columns of the left half of (c), then find the unique pair of columns in the right
half of (c) that has 1’s in that other row. This pair of columns has 1’s in the first
row.

8.6 Communication lower bound

In this section we prove Theorem 8.3, where \( g \) is the gadget from Section 8.5.

8.6.1 High-level intuition

The high-level reason for why the (\#∃−1)-game for Tseitin (or really for any sufficiently
unstructured search problem) is hard is the same as for the (\#∃−1)-game for matching [Rot14]:
A correct protocol \( \Pi \) dare not accept its input before it has found at least two witnesses, lest it
risk accepting with positive probability an input with a unique witness (which would contradict
correctness). However, in an input with \( i \) witnesses, there are \( \binom{i}{2} \) pairs of witnesses for the
protocol to find. Hence one expects the acceptance probability of \( \Pi \) (that communicates too
few bits and never errs when \( i = 1 \)) to grow at least quadratically with \( i \) rather than linearly as
required by the (\#∃−1)-game.

Formalizing this quadratic increase in acceptance probability for protocols takes some
technical work given the current tools available in communication complexity. However, the
quadratic increase phenomenon for Tseitin is easier to formalize in the query complexity setting,
which we do in Section 8.7. The reader may want to have a look at that simpler proof first, even
though the query proof is somewhat incomparable to our approach for protocols (which revolves
around \( k \)-routability).

8.6.2 Preliminaries

Probability and information theory. We use standard notions from information theory:
\( H(X) \) is Shannon entropy; \( H(X \mid Y) := E_{y \sim Y} H(X \mid Y = y) \) is conditional entropy; \( I(X; Y) :=
H(X) − H(X \mid Y) = H(Y) − H(Y \mid X) \) is mutual information; \( \Delta(X, Y) \) is statistical (total
variation) distance. We use upper-case letters for random variables and corresponding lower-case
letters for particular outcomes. Throughout the whole proof, all random choices are assumed to
be uniform in their respective domains unless otherwise stated.

Inputs and transcripts. Let \( XY \) be random inputs to a private-coin protocol \( \Pi \). We denote
by \( \Pi = \Pi(X, Y) \) the transcript of the protocol on input \( XY \), and we let \( |\Pi| \) be the maximum
length of a transcript (i.e., the communication cost of \( \Pi \)). Note that the transcript \( \Pi \) depends
on both \( XY \) and the private coins of the players. We let \( \Pi^{\text{acc}} := (\Pi \mid \Pi \text{ accepts}) \) denote the
transcript conditioned on the protocol accepting. For each input \( z \in \mathbb{Z}_2^n \) to the query problem
\( Tse_G \) we can associate in a natural way a pair of random inputs \( XY \) to the communication
problem $T_{S_E} \circ g^n$ that are consistent with $z$ in the sense that $g^n(X, Y) = z$; namely, we let $XY$ be uniformly distributed on

$$(g^n)^{-1}(z) = g^{-1}(z_1) \times \cdots \times g^{-1}(z_n).$$

We write $\Pi|z$ as a shorthand for $\Pi(X, Y)$ where $XY$ are drawn at random from the above set.

Windows. As is often the case with information complexity arguments, we need to introduce a conditioning variable $W$ whose purpose is to make $X$ and $Y$ conditionally independent. To this end, we employ windows (Section 8.5.1): we call a rectangle $w := w_1 \times \cdots \times w_n \subseteq (g^n)^{-1}(z)$ a (multi-gadget) window of $z$ iff each $w_i$ is a $z_i$-window in $g$ (so $w_i \subseteq g^{-1}(z_i)$). Now, to generate $XY$ as above, we first pick $W$ uniformly at random among all the windows of $z$, and then, conditioned on an outcome $W = w$, we pick $XY \in w$ uniformly at random. In conclusion, $XY$ is uniform on $(g^n)^{-1}(z)$ (since each row and column of $g$ is balanced) and $X$ and $Y$ are conditionally independent given $W$. We write $\Pi|w := (\Pi(X, Y) | W = w)$ for short.

Alice-flips. Let $(x, y)$ be an input consistent with $z := g^n(x, y)$ and let $B \subseteq [n]$ be any subset of coordinates of $z$. ($B$ stands for “block” by analogy with the concept of block sensitivity from query complexity.) We denote by $(x^B, y)$ the input obtained from $(x, y)$ by letting Alice flip the outputs of all gadgets corresponding to coordinates in $B$, i.e., for every $i \in B$ Alice replaces her input $x_i$ with $\pi_A(x_i)$ where $\pi_A$ is the row permutation from Section 8.5.1. Hence $(x^B, y)$ is an input consistent with $z^B$. We can also have Alice flip whole windows: $w^B := \{(x^B, y) : (x, y) \in w\}$. We henceforth refer to such Alice-flips as just “flips”. (We could equally well have Bob be the flipper throughout the whole proof, but we needed to make an arbitrary choice between the players.)

Smooth protocols. Recall that if $z$ is an input to $T_{S_E}$ and $B \subseteq E(G)$ is an eulerian graph, then $z$ and $z^B$ have the same set of violations. Consequently, any protocol $\Pi$ for the $(\#\exists-1)$-game must accept inputs $(x, y)$ and $(x^B, y)$ with the same probability. We note that we may assume w.l.o.g. that the transcript distribution of $\Pi$ is not sensitive to flipping eulerian graphs: if $w$ is a window and $B$ an eulerian graph, then $\Pi|w$ and $\Pi|w^B$ have the same distribution. Indeed, if $\Pi$ does not satisfy this, then we may replace it by a new “smoothed” protocol $\Pi'$ that computes as follows on input $(x, y)$: Alice uses her private coins to choose a uniformly random eulerian graph $B$ and then the players run $\Pi$ on input $(x^B, y)$. The fact that we may assume $\Pi$ is smooth is critically used later in the proof.

8.6.3 Proof outline

Let us assume for the sake of contradiction that $\Pi$ is a private-coin protocol of cost $|\Pi| \leq o(k)$ that accepts each input $(x, y)$ with probability $\alpha \cdot (|\text{viol}(z)| - 1)$ where $\alpha > 0$ is a constant (independent of $(x, y)$) and $z := g^n(x, y)$. We call an input $z$ (and any $(x, y)$ consistent with $z$)
an \(i\)-violation input if \(|\text{viol}(z)| = i\) and all violations occur at the terminals \(T\). We analyze the behavior of \(\Pi\) on \(i\)-violation inputs with \(i \in \{1, 3, 7\}\) and show a contradiction via the following implication:

\((*)\) If protocol \(\Pi\) accepts all 1-violation (resp. 3-violation) inputs with probability 0 (resp. 2\(\alpha\)), then \(\Pi\) must mess up by accepting some 7-violation input with probability > 6\(\alpha\).

Henceforth, we use \(o(1)\) to denote anonymous quantities that tend to 0 as \(|\Pi|/k\) tends to 0.

The implication \((*)\) can be derived cleanly from two types of limitations of our too-good-to-be-true \(\Pi\). The first limitation concerns the situation where we start with a 1-violation input \(z\), and consider 3-violation inputs \(z^{B_1}\) and \(z^{B_2}\) that are obtained from \(z\) by flipping either a typical path \(B_1\) or another typical path \(B_2\) that is edge-disjoint from \(B_1\) (the endpoints of \(B_i\) are terminals). The protocol should accept both \(z^{B_1}\) and \(z^{B_2}\) (more precisely, any \((x, y)\) consistent with them) with probability 2\(\alpha\), but it better not accept both inputs while generating the same transcript—otherwise we could cut-and-paste \(z^{B_1}\) and \(z^{B_2}\) together and fool \(\Pi\) into accepting \(z\) (which would contradict correctness). What we actually get is that the accepting transcripts for \(z^{B_1}\) and \(z^{B_2}\) should be near-disjoint:

1-vs-3 Lemma. Let \(z\) be any 1-violation input and let \(P\) be any pairing of the non-violated terminals with canonical edge-disjoint paths \(B_1, \ldots, B_k\). Let \(w\) be a random window of \(z\), and choose distinct \(i, j \in [k]\) at random. Then, with probability \(\geq 1 - o(1)\),

\[\Delta(\Pi^{\text{acc}}|w^{B_i}, \Pi^{\text{acc}}|w^{B_j}) \geq 1 - o(1).\]

The second limitation concerns the situation where we start with a 3-violation input \(z\) and flip a typical path \(B\) to obtain a 5-violation input \(z^B\). Consider a typical accepting transcript \(\tau\) in \(\Pi|z\). It is unlikely that the execution \(\tau\) catches us making the tiny local change \(z \mapsto z^B\) in the input, and one expects that \(\tau\) continues to appear in \(\Pi|z^B\). (This is the usual corruption property of large rectangles.) Formally, for windows \(w_1\) and \(w_2\), we say

\[\Pi|w_1 \text{ overflows onto } \Pi|w_2\text{ iff } \sum_{\tau} \max(p^{w_1}_\tau - p^{w_2}_\tau, 0) \leq o(\alpha),\]

where\(^2\) \(p^{w_i}_\tau := \Pr[\Pi|w_i = \tau]\) and the sum is over accepting transcripts \(\tau\). (The definition of overflow makes sense for any distributions over transcripts; we will also apply it to \(\Pi|z\).) For technical reasons (which will become apparent shortly), we shall flip two paths instead of one in order to pass from 3-violation inputs to 7-violation inputs.

3-vs-7 Lemma. Let \(z\) be any 3-violation input and let \(P\) be any pairing of the non-violated terminals with canonical edge-disjoint paths \(B_1, \ldots, B_{k-1}\). Let \(w\) be a random window of \(z\), and choose distinct \(i, j \in [k - 1]\) at random. Then, with probability \(\geq 1 - o(1)\),

\[\Pi|w \text{ overflows onto } \Pi|w^{B_i \cup B_j}.\]

\(^2\)Note that the event in \(\Pr[\Pi|w_i = \tau]\) is to be parsed as “a sample from the distribution \((\Pi|w_i)\) yields \(\tau\)."
8.6.4 Deriving the contradiction

We now prove (⋆) by applying the 1-vs-3 Lemma and the 3-vs-7 Lemma in a black-box fashion to find some 7-violation input that Π accepts with too high a probability > 6α.

Define \( F := ([7], E) \) as the Fano plane hypergraph on 7 nodes.

See the figure on the right. This hypergraph has 7 hyperedges, each of which is incident to 3 nodes, and the hyperedges are pairwise uniquely intersecting. For each hyperedge \( e \in E \) choose some arbitrary but fixed pairing \( \mathcal{P}^e \) of the remaining nodes in \([7] \setminus e\).

Probability space. Choose the following at random:

1. An injection of \([7]\) into \( T \). Denote the result by \( v_1, \ldots, v_7 \in T \).
2. A pairing \( \mathcal{P} \) of the remaining terminals \( T \setminus \{v_1, \ldots, v_7\} \).
3. A 7-violation input \( z_7 \) with \( \text{viol}(z_7) = \{v_1, \ldots, v_7\} \).
4. A window \( w_7 \) of \( z_7 \).

We do not make a distinction between the nodes of \( F \) and their embedding \( \{v_1, \ldots, v_7\} \) in \( T \). In particular, we think of the hyperedges \( e \in E \) as triples of terminals, and the \( \mathcal{P}^e \) as pairings of terminals. Associated with the pairing \( \mathcal{P}^e \cup \mathcal{P} \) there is a canonical collection of edge-disjoint paths; let \( \{B^e_1, B^e_2\} \) denote the two paths that connect \( \mathcal{P}^e \) in this collection.

Based on the above, we define seven 3-violation windows, indexed by \( e \in E \):

\[
\text{window } w_e := w_7^{B^e_1 \cup B^e_2} \text{ of } z_e := z_7^{B^e_1 \cup B^e_2} \quad \text{(note: } \text{viol}(z_e) = e)\]

The following claim (proved at the end of this subsection) follows directly from the 1-vs-3 Lemma and the 3-vs-7 Lemma as soon as we view our probability space from the right perspective.

Claim 8.5. In the following list of 28 events, each occurs with probability \( \geq 1 - o(1) \):

- Overflow for \( e \in E \): \( \Pi|w_e \) overflows onto \( \Pi|w_7 \).
- Near-disjointness for \( \{e, e'\} \subseteq E \): \( \Delta(\Pi^{\text{acc}}|w_e, \Pi^{\text{acc}}|w_{e'}) \geq 1 - o(1) \).

By a union bound over all the 28 events in the above list, we can fix our random choices 1–4 to obtain a fixed 7-violation window \( w_7 \) and fixed 3-violation windows \( w_e \) such that

\[
\text{Overflow: } \forall e \in E : \quad \sum_{\tau} \max(p^e_\tau - p^7_\tau, 0) \leq o(\alpha), \quad (8.4)
\]

\[
\text{Near-disjointness: } \forall \{e, e'\} \subseteq E : \quad \sum_{\tau} \min(p^e_\tau, p^{e'}_\tau) \leq o(\alpha). \quad (8.5)
\]

Here \( p^7_\tau := \Pr[\Pi|w_7 = \tau] \), \( p^e_\tau := \Pr[\Pi|w_e = \tau] \), and the sums are over accepting transcripts; we have also rephrased the near-disjointness property using the fact that \( \Pr[\Pi|w_e \text{ accepts}] = 2\alpha \).

These two properties state that typical accepting transcripts for \( \Pi|w_e \) contribute to the acceptance probability of \( \Pi|w_7 \), and these contributions are pairwise near-disjoint. Hence,
roughly speaking, one expects $\Pr[\Pi|w_7 \text{ accepts}]$ to be at least $\sum_{e \in E} \Pr[\Pi|w_e \text{ accepts}] = 7 \cdot 2\alpha = 14\alpha > 6\alpha$. But then some 7-violation input in $w_7$ would be accepted with probability $> 6\alpha$, which completes the proof of $(\ast)$ (and hence Theorem 8.3). Indeed, we perform this calculation carefully as follows. We first partition the set of accepting transcripts as $\bigcup_{e \in E} S_e$ where $S_e$ consists of those $\tau$’s for which $p_\tau^e = \max_{e'} p_\tau^{e'}$ (breaking ties arbitrarily). Then

$$\Pr[\Pi|w_7 \text{ accepts}] = \sum_{\tau} p_\tau^7$$

$$\geq \sum_{e \in E, \tau \in S_e} \min(p_\tau^7, p_\tau^e)$$

$$= \sum_{e \in E, \tau \in S_e} (p_\tau^e - \max(p_\tau^e - p_\tau^7, 0))$$

$$\geq \sum_{e \in E, \tau \in S_e} p_\tau^e - \sum_{e \in E, \tau} \max(p_\tau^e - p_\tau^7, 0)$$

$$\geq \sum_{e \in E, \tau \in S_e} p_\tau^e - 7 \cdot o(\alpha) \quad \text{(via (8.4))}$$

$$= \sum_{e \in E, \tau \in S_e} p_\tau^e - \sum_{e \in E, e' \in \{e\}, \tau \in S_{e'}} p_\tau^{e'} - o(\alpha)$$

$$= \sum_{e \in E, \tau} p_\tau^e - \sum_{e \in E, e' \in \{e\}, \tau \in S_{e'}} \min(p_\tau^e, p_\tau^{e'}) - o(\alpha)$$

$$\geq \sum_{e \in E, \tau} p_\tau^e - \sum_{e \in E, e' \in \{e\}, \tau \in S_{e'}} \min(p_\tau^e, p_\tau^{e'}) - o(\alpha)$$

$$\geq \sum_{e \in E, \tau} p_\tau^e - 7 \cdot 6 \cdot o(\alpha) - o(\alpha)$$

$$= \sum_{e \in E} \Pr[\Pi|w_e \text{ accepts}] - o(\alpha)$$

$$= 7 \cdot 2\alpha - o(\alpha)$$

$$= (14 - o(1)) \cdot \alpha$$

$$> 6\alpha.$$

**Proof of Claim 8.5. Overflow.** For notational convenience, suppose $e = \{v_1, v_2, v_3\}$ and $\mathcal{P}^e = \{\{v_4, v_7\}, \{v_5, v_6\}\}$. An alternative way to generate a sample from our probability space is (in steps 1 and 6, we are really picking random injections):

1. Random $\{v_1, v_2, v_3\} \subseteq T$.
2. Random 3-violation input $z_e$ subject to $\text{viol}(z_e) = \{v_1, v_2, v_3\}$.
3. Random pairing $\mathcal{P}' = \{P_1, \ldots, P_{k-1}\}$ of $T \setminus \{v_1, v_2, v_3\}$ with canonical paths $B_1, \ldots, B_{k-1}$.
4. Random window $w_e$ of $z_e$.
5. Random distinct $i, j \in [k - 1]$.
6. Random $\{v_4, v_7\} = P_i$ and $\{v_5, v_6\} = P_j$.
7. Deterministically, define $z_7 := z_e |_{B_i \cup B_j}$ and $w_7 := w_e |_{B_i \cup B_j}$ and $\mathcal{P} := \mathcal{P}' \setminus \{P_i, P_j\}$.

The choices made in steps 1–3 match the data that is quantified universally in the 3-vs-7 Lemma, whereas steps 4 and 5 make random choices as in the 3-vs-7 Lemma; hence the lemma applies.

**Near-disjointness.** For notational convenience, suppose $e = \{v_1, v_2, v_3\}$, $e' = \{v_3, v_4, v_5\}$, $\mathcal{P}^e = \{\{v_4, v_7\}, \{v_5, v_6\}\}$, and $\mathcal{P}' = \{\{v_1, v_7\}, \{v_2, v_6\}\}$ (it does not matter for the proof how
\( \mathcal{P}^e \) and \( \mathcal{P}'^e \) were chosen). An alternative way to generate a sample from our probability space is (see Figure 8.2):

1. Random \( v_3 \in T \).
2. Random 1-violation input \( z_1 \) subject to \( \text{viol}(z_1) = \{v_3\} \).
3. Random pairing \( \mathcal{P}' = \{P'_1, \ldots, P'_k\} \) of \( T \setminus \{v_3\} \) with canonical paths \( B'_1, \ldots, B'_k \).
4. Random window \( w_1 \) of \( z_1 \).
5. Random distinct \( i, j, l \in [k] \).
6. Random \( \{v_1, v_2\} = P'_i \) and \( \{v_4, v_5\} = P'_j \) and \( \{v_6, v_7\} = P'_l \).
7. Deterministically, define
   - \( z_e := z'_1 \) and \( w_e := w'_1 \),
   - \( \hat{z}_e := z'_j \) and \( \hat{w}_e := w'_j \),
   - \( \mathcal{P} := \mathcal{P}' \setminus \{P_i, P_j, P_l\} \),
   - \( \{B'_1, B'_2\} \) according to the canonical paths for \( \mathcal{P}^e \cup \mathcal{P} \),
   - \( \{B'_1', B'_2'\} \) according to the canonical paths for \( \mathcal{P}'^e \cup \mathcal{P} \),
   - \( z_7 := z_e \cup B'_1 \) and \( w_7 := w_e \cup B'_2 \),
   - \( z'_e := z'_7 \cup B'_1 \) and \( w'_e := w'_7 \cup B'_2' \).

Figure 8.2: Illustration for the proof of Claim 8.5. Left: Paths flipped between terminals. Right: Relationships between windows.

The choices made in steps 1–3 match the data that is quantified universally in the 1-vs-3 Lemma, whereas steps 4 and 5 (excluding variable \( l \)) make random choices as in the 1-vs-3 Lemma. Hence that lemma applies and shows that \( \Pi^{\text{acc}}|w_e \) and \( \Pi^{\text{acc}}|\hat{w}_e' \) are near-disjoint with high probability. Finally, we note that \( \hat{w}_e' \) and \( w_e' \) differ by the flipping of an eulerian graph, namely \( B'_j \oplus B'_1 \oplus B'_1' \oplus B'_5 \oplus B'_1' \oplus B'_2 \) (where \( \oplus \) means symmetric difference), so \( \Pi|w_e' \) and \( \Pi|\hat{w}_e' \) have the same distribution assuming w.l.o.g. that \( \Pi \) is smooth (as discussed in Section 8.6.2). Thus \( \Pi^{\text{acc}}|w_e \) and \( \Pi^{\text{acc}}|w_e' \) are also near-disjoint with high probability. \( \square \)
8.6.5 Roadmap for the rest of the proof

We prove the 1-vs-3 Lemma in Section 8.6.6 and the 3-vs-7 Lemma in Section 8.6.7. Both proofs rely on another technical lemma, the Homogeneity Lemma (stated below, proved in Section 8.6.8), which generalizes a lemma from (the full version of) [HN12, §5]. In fact, we prove the Homogeneity Lemma for any gadget \( g \) that is regular (as defined in Section 8.6.8), which our gadget is.

**Homogeneity Lemma.** Fix an arbitrary \( z \in \{0,1\}^m \) for some \( m \). Let \( W \) be a random window of \( z \) in \( g^m \), let \( XY \) be a random input in \( W \), and let \( R \) be an arbitrary random variable that is conditionally independent of \( W \) given \( XY \). If \( I(R; XY \mid W) \leq o(1) \) then at least a \( 1 - o(1) \) fraction of windows \( w \) of \( z \) are such that \( \Delta(R \mid w, R \mid z) \leq o(1) \).

In the statement, \( R \mid w \) is shorthand for \( R \mid (W = w) \), and \( R \mid z \) denotes the marginal distribution of \( R \) in the whole probability space, which is over uniformly random \( XY \in (g^m)^{-1}(z) \). Furthermore, we mention that our proof shows that at least a \( 1 - o(1) \) fraction of \( xy \in (g^m)^{-1}(z) \) are such that \( \Delta(R \mid xy, R \mid z) \leq o(1) \), but for the 1-vs-3 Lemma and the 3-vs-7 Lemma we only require the property for windows.

In Section 8.5 we defined the directed flips \( w^{-}, w^{-}, w^{\uparrow} \) for a single-gadget window. We now also define directed flips for multi-gadget windows \( w \): if \( B \) is a subset of coordinates then \( w^{-B}, w^{-B}, w^{\uparrow B} \) are defined by applying the corresponding directed flips to the coordinates in \( B \). Then we have the following key property of our gadget.

**Fact 8.6.** If \( w \) is a uniformly random window of \( z \), then each of \( w^{-B}, w^{-B}, w^{\uparrow B} \) is marginally a uniformly random window of \( z^B \).

This concept is used in the proofs of the 1-vs-3 Lemma and the 3-vs-7 Lemma. It turns out that the 3-vs-7 Lemma can be proved (with a small modification to our proof) even for the simpler gadget that was used in Chapter 7 (as can the Homogeneity Lemma since that gadget is regular), but our proof of the 1-vs-3 Lemma crucially uses Fact 8.6, which does not hold for that simpler gadget.

8.6.6 Proof of the 1-vs-3 Lemma

Consider a probability space with the following random variables: \( I \in [k], J \in [k] \setminus \{I\}, W \) is a random window of \( z^{B_i} \), \( XY \) is a random input in \( W \), and \( \Pi^{acc} \) is the random transcript of \( \Pi \) on input \( XY \) conditioned on acceptance. For convenience, denote \( B := B_1 \cup \cdots \cup B_k \) and \( B_{-i} := B \setminus B_i \). We have

\[
I(\Pi^{acc} ; (XY)_{B_{-i}} \mid IW) \leq H(\Pi^{acc} \mid IW) \leq |\Pi| \leq o(k)
\]
so by the standard direct sum property [BJKS04],
\[
I(\Pi_{\text{acc}}^* ; (XY)_{B_j} \mid IJW) = \frac{1}{k^r} \cdot E_{i \sim I} \sum_{j \in [k] \setminus \{i\}} I(\Pi_{\text{acc}}^* ; (XY)_{B_j} \mid W, I = i) \\
\leq \frac{1}{k^r} \cdot I(\Pi_{\text{acc}}^* ; (XY)_{B_{-j}} \mid IW) \\
\leq o(1).
\]

Define $H := \{I, J\}$, and abbreviate $B_I \cup B_J$ as $B_H$ and $W_{[n] \setminus (B_I \cup B_J)}$ as $W_{-B_H}$. By Markov’s inequality, with probability $\geq 1 - o(1)$ over $h \sim H$ and $w_{-B_h} \sim W_{-B_h}$, we have
\[
I(\Pi_{\text{acc}}^* ; (XY)_{B_j} \mid IJW_{B_h}, H = h, W_{-B_h} = w_{-B_h}) \leq o(1).
\]

Fixing such $h$ and $w_{-B_h}$ (henceforth), say $h = \{1, 2\}$, it suffices to show that with probability $\geq 1 - o(1)$ over a random window $w_{B_h}$ of $z_{B_h}$, we have $\Delta(\Pi_{\text{acc}}^* | w^{B_1}, \Pi_{\text{acc}}^* | w^{B_2}) \geq 1 - o(1)$ (where $w$ is the combination of $w_{B_h}$ and $w_{-B_h}$).

We rephrase the situation as follows. Consider a protocol $\Pi$, that interprets its input as $(xy)_{B_h}$, uses private coins to sample random $(xy)_{-B_h}$ from $w_{-B_h}$, and runs $\Pi$ on the input $xy$ (the combination of $(xy)_{B_h}$ and $(xy)_{-B_h}$). Henceforth recycling notation by letting $z \in \{0, 1\}^{B_h}$ refer to $z_{B_h}$, and letting $(I, J)$ be random in $\{(1, 2), (2, 1)\}$, $W$ be a random window of (the new) $z^{B_I}$, and $XY$ be a random input to $\Pi_{\text{acc}}^*$ in $W$, the situation is:

**Assumption:** $I(\Pi_{\text{acc}}^* ; (XY)_{B_j} \mid IJW) \leq o(1)$.

**Want to show:** For $\geq 1 - o(1)$ fraction of windows $w$ of $z$, $\Delta(\Pi_{\text{acc}}^* | w^{B_1}, \Pi_{\text{acc}}^* | w^{B_2}) \geq 1 - o(1)$.

The assumption holds (with factor $2$ loss in the $o(1)$) conditioned on either outcome of $(I, J)$; let us tacitly condition on the outcome $(1, 2)$. Then $I(\Pi_{\text{acc}}^* ; (XY)_{B_2} \mid W) \leq o(1)$ where $W$ is a random window of $z^{B_1}$. By Markov’s inequality, with probability $\geq 1 - o(1)$ over $w_{B_1} \sim W_{B_1}$ we have $I(\Pi_{\text{acc}}^* ; (XY)_{B_2} \mid W_{B_2}, W_{B_1} = w_{B_1}) \leq o(1)$; call such a $w_{B_1}$ good. Hence for a good $w_{B_1}$, we can apply the **Homogeneity Lemma** with $m := |B_2|$ and $R := \Pi_{\text{acc}}^* | (W_{B_1} = w_{B_1})$ (note that $R|(xy)_{B_1}$ is the distribution of $\Pi_{\text{acc}}^*$ on input $(XY)_{B_1} (xy)_{B_2}$ where $(XY)_{B_1}$ is random in $w_{B_1}$). This tells us that for a good $w_{B_1}$, with probability $\geq 1 - o(1)$ over $w_{B_2} \sim W_{B_2}$ we have $\Delta(\Pi_{\text{acc}}^* | w_{B_1} w_{B_2}, \Pi_{\text{acc}}^* | w_{B_1} z_{B_2}) \leq o(1)$, where the distribution $\Pi_{\text{acc}}^* | w_{B_1} z_{B_2}$ is over random $(XY)_{B_1} \in w_{B_1}$ and $(XY)_{B_2} \in (g^m)^{-1}(z_{B_2})$. We summarize the above with the following claim.

**Claim 8.7.** For $\geq 1 - o(1)$ fraction of windows $w$ of $z^{B_1}$, we have $\Delta(\Pi_{\text{acc}}^* | w, \Pi_{\text{acc}}^* | w_{B_1} z_{B_2}) \leq o(1)$.

Conditioning on the other outcome $(I, J) = (2, 1)$ yields the symmetric property.

**Claim 8.8.** For $\geq 1 - o(1)$ fraction of windows $w$ of $z^{B_2}$, we have $\Delta(\Pi_{\text{acc}}^* | w, \Pi_{\text{acc}}^* | z_{B_1} w_{B_2}) \leq o(1)$.

Now pick a random window $w$ of $z^{B_h}$. Using Fact 8.6, $w^{B_2}$ and $w^{\kappa B_2}$ are both uniformly random (albeit correlated) windows of $z^{B_1}$, and $w^{B_1}$ and $w^{\kappa B_1}$ are both uniformly random
(albeit correlated) windows of $z^{B_2}$. Hence by Claim 8.7, Claim 8.8, and a union bound, with probability $\geq 1 - o(1)$ over the choice of $w$, the following four distances are simultaneously
\[ \Delta(\Pi^{acc}_w | w^{B_2}) \leq o(1) \]
\[ \Delta(\Pi^{acc}_w | w_{B_1} z_{B_2}) \leq o(1) \]
\[ \Delta(\Pi^{acc}_w | w^{\kappa_{B_1}}) \leq o(1) \]
\[ \Delta(\Pi^{acc}_w | w^{\kappa_{B_2}}) \leq o(1) \]
\[ \Delta(\Pi^{acc}_w | w_{B_1} w_{B_2}) \leq o(1) \]

We argue shortly that $\Delta(\Pi^{acc}_w | w^{\kappa_{B_1}}, \Pi^{acc}_w | w^{\kappa_{B_2}}) = 1$ with probability 1; putting everything together then shows that $\Delta(\Pi^{acc}_w | w_{B_1}, \Pi^{ acc}_w | w_{B_2}) \geq 1 - o(1)$, as illustrated below. (This is equivalent to what we want to show, since sampling a window $w$ of $z^{B_h}$ and taking $w_{B_1}, w_{B_2}$ is equivalent to sampling a window $w$ of $z$ and taking $w^{B_1}, w^{B_2}$.)

\[
\begin{align*}
\Pi^{acc}_w | w^{B_1} & \quad \Delta \leq o(1) \quad \Pi^{acc}_w | w^{\kappa_{B_1}} \\
\Delta \geq 1 - o(1) & \quad \Pi^{acc}_w | w_{B_2} \quad \Delta \leq o(1) \\
\Pi^{acc}_w | w^{B_2} & \quad \Delta \leq o(1) \quad \Pi^{acc}_w | w_{B_1} z_{B_2} \quad \Delta \leq o(1) \\
\Pi^{acc}_w | w_{B_1} w_{B_2} & \quad \Delta = 1 \quad \Pi^{acc}_w | w^{\kappa_{B_2}}
\end{align*}
\]

To finish the proof, suppose for contradiction that some accepting transcript has positive probability under both $\Pi^{acc}_w | xy$ and $\Pi^{acc}_w | x'y'$ for some $xy \in w^{\kappa_{B_1}}$ and $x'y' \in w^{\kappa_{B_2}}$. Then $\Pi_w$ would also accept $xy'$ with positive probability. We claim that $g^{B_h}(xy') = z$. To see this, consider any coordinate $c$ of $z$; suppose $c \in B_1$ (the case $c \in B_2$ is similar). There is an embedding of stretched AND (if $z_c = 0$) or NAND (if $z_c = 1$) such that $w^{\kappa_{B_1}}_c$ is the image of $(0, 0)$ (hence is $z_c$-monochromatic) and $w^{\kappa_{B_2}}_c = w_c$ is the image of $(1, 1)$ (hence is $(1 - z_c)$-monochromatic). Since $c \in w^{\kappa_{B_1}}$ and $c \in w_c$, it follows that $(xy)_c$ is in the image of $(0, 1)$, which is $z_c$-monochromatic. So $g((xy')_c) = z_c$ and the claim is proved.

Since $\Pi_w$ accepts some input in $(g^{B_h})^{-1}(z)$ with positive probability (for the new $z$), it follows that $\Pi$ accepts some input in $(g^n)^{-1}(z)$ with positive probability, for the original $z$, which is a contradiction since the original $z$ has only one violation.

### 8.6.7 Proof of the 3-vs-7 Lemma

Assume for convenience that $k - 1$ is even. Note that sampling distinct $i, j \in [k - 1]$ is equivalent to sampling a permutation $\sigma$ of $[k - 1]$ and an $h \in \lfloor k-1 \rfloor$ and setting $i = \sigma(2h - 1), j = \sigma(2h)$.

Thus we have a probability space with random variables $\Sigma, H, I, J$ corresponding to the above, as well as the following: $W$ is a random window of $z$, $XY$ is a random input in $W$, and $\Pi^{acc}$ is the random transcript of $\Pi$ on input $XY$ conditioned on acceptance. For convenience, denote $B := B_1 \cup \cdots \cup B_{k-1}$ and $B_{ij} := B_i \cup B_j$. We have

\[
I(\Pi^{acc} ; (XY)_B | W) \leq H(\Pi^{acc} | W) \leq |\Pi| \leq o(k)
\]
so by the standard direct sum property \cite{BJKS04},

\[
I(\Pi^\text{acc}; (XY)_{B_{ij}} \mid WIJ) = I(\Pi^\text{acc}; (XY)_{B_{ij}} \mid W\Sigma H) = \frac{2}{k-1} \cdot \sum_{h\in[k-1]/2} I(\Pi^\text{acc}; (XY)_{B_{ij}} \mid W\Sigma, H = h) \\
\leq \frac{2}{k-1} \cdot I(\Pi^\text{acc}; (XY)_B \mid W\Sigma) \\
= \frac{2}{k-1} \cdot I(\Pi^\text{acc}; (XY)_B \mid W) \\
\leq o(1).
\]

Abbreviate \( W_{[n]\setminus B_{ij}} \) as \( W_{-B_{ij}} \). By Markov’s inequality, with probability \( \geq 1 - o(1) \) over \( ij \sim IJ \) and \( w_{-B_{ij}} \sim W_{-B_{ij}} \), we have \( I(\Pi^\text{acc}; (XY)_{B_{ij}} \mid W_{B_{ij}}, W_{-B_{ij}} = w_{-B_{ij}}) \leq o(1) \). Fixing such \( ij \) and \( w_{-B_{ij}} \) (henceforth), it suffices to show that with probability \( \geq 1 - o(1) \) over \( w_{B_{ij}} \sim W_{B_{ij}} \), \( \Pi|w \) overflows onto \( \Pi|w^{B_{ij}} \) (where \( w \) is the combination of \( w_{B_{ij}} \) and \( w_{-B_{ij}} \)).

We rephrase the situation as follows. Consider a protocol \( \Pi_* \) that interprets its input as \( (xy)_{B_{ij}} \), uses private coins to sample random \( (xy)_{-B_{ij}} \) from \( w_{-B_{ij}} \), and runs \( \Pi \) on the input \( xy \) (the combination of \( (xy)_{B_{ij}} \) and \( (xy)_{-B_{ij}} \)). Henceforth recycling notation by letting \( z \in \{0,1\}^{B_{ij}} \) refer to \( z_{B_{ij}} \), letting \( B \) refer to \( B_{ij} \), and letting \( W \) be a random window of (the new) \( z \) and \( XY \) be a random input to \( \Pi_* \) in \( W \), the situation is:

**Assumption:** \( I(\Pi_*^\text{acc}; XY \mid W) \leq o(1) \).

**Want to show:** For \( \geq 1 - o(1) \) fraction of windows \( w \) of \( z \), \( \Pi_*|w \) overflows onto \( \Pi_*|w^B \).

**Claim 8.9.** For \( \geq 1 - o(1) \) fraction of windows \( w \) of \( z^B \), \( \Pi_*|z \) overflows onto \( \Pi_*|w \).

We prove Claim 8.9 shortly, but first we finish the proof of the 3-vs-7 Lemma assuming it. By the Homogeneity Lemma (with \( m := |B| \) and \( R := \Pi_*^\text{acc} \)), Claim 8.9, and a union bound, at least a \( 1 - o(1) \) fraction of windows \( w \) of \( z \) are such that both \( \Delta(\Pi_*^\text{acc}|w, \Pi_*^\text{acc}|z) \leq o(1) \) and \( \Pi_*|z \) overflows onto \( \Pi_*|w^B \) (since \( w^B \) is a uniform window of \( z^B \) if \( w \) is a uniform window of \( z \)). We show that this implies that \( \Pi_*|w \) overflows onto \( \Pi_*|w^B \) as follows (letting \( p^w_\tau, p^w_{\tau^0}, p^w_{\tau^1} \) denote the probability of a transcript \( \tau \) under the distributions \( \Pi_*|z, \Pi_*|w, \Pi_*|w^B \) respectively, and summing only over accepting \( \tau \)’s):

\[
\sum_\tau \max(p^w_\tau - p^w_{\tau^0}, 0) \leq \sum_\tau \max(p^w_\tau - p^w_{\tau^0}, 0) + \sum_\tau |p^w_\tau - p^w_{\tau^0}| \leq o(\alpha) + o(\alpha) = o(\alpha).
\]

**Proof of Claim 8.9.** By Fact 8.6, if \( w \) is a random window of \( z^B \), then \( w^{\leftarrow B}, w^{\leftrightarrow B}, w^{\uparrow B} \) are each marginally uniformly random windows of \( z \). Thus by the Homogeneity Lemma (with \( m := |B| \) and \( R := \Pi_*^\text{acc} \)) and a union bound, with probability \( \geq 1 - o(1) \) over the choice of \( w \), the following three distances are simultaneously \( \leq o(1) \): \( \Delta(\Pi_*^\text{acc}|w^{\leftarrow B}, \Pi_*^\text{acc}|z), \Delta(\Pi_*^\text{acc}|w^{\leftrightarrow B}, \Pi_*^\text{acc}|z), \Delta(\Pi_*^\text{acc}|w^{\uparrow B}, \Pi_*^\text{acc}|z) \). Now assuming this good event occurs for some particular \( w \), we just need to show that \( \Pi_*|z \) overflows onto \( \Pi_*|w \).

(See Figure 8.3 for a proof-by-picture.) Let \( p_\tau, p^1_\tau, p^0_\tau, p^0_{\tau^0}, p^1_{\tau^0} \) denote the probabilities of a transcript \( \tau \) under \( \Pi_*|z, \Pi_*|w, \Pi_*|w^{\leftarrow B}, \Pi_*|w^{\leftrightarrow B}, \Pi_*|w^{\uparrow B} \) respectively. Let \( \gamma^0_\tau := |p_\tau - p^0_\tau|, \)
and for \( ab \in \{01,10\} \) let \( \gamma^{ab}_\tau := | p^{00}_\tau - p^{ab}_\tau | \). We claim that for all \( \tau \), \( p_\tau - p^{11}_\tau \leq \gamma^{00}_\tau + \gamma^{01}_\tau + \gamma^{10}_\tau \); this will finish the proof since then (summing only over accepting \( \tau \)'s)

\[
\sum_\tau \max(p_\tau - p^{11}_\tau, 0) \leq \sum_\tau (\gamma^{00}_\tau + \gamma^{01}_\tau + \gamma^{10}_\tau) \leq o(\alpha) + o(\alpha) + o(\alpha) = o(\alpha)
\]

where the second inequality is because \( \sum_\tau \gamma^{00}_\tau, \sum_\tau \gamma^{01}_\tau, \sum_\tau \gamma^{10}_\tau \leq o(\alpha) \) follow from (respectively) \( \Delta(\Pi^{acc}_s|z, \Pi^{acc}_s|w^{\times B}), \Delta(\Pi^{acc}_s|w^{\times B}, \Pi^{acc}_s|w^{\dagger B}), \Delta(\Pi^{acc}_s|w^{\times B}, \Pi^{acc}_s|w^{\dagger B}) \leq o(1) \).

To verify the subclaim, it suffices to show that

\[
p^{01}_\tau \cdot p^{10}_\tau \geq (p^{00}_\tau)^2 - p^{00}_\tau \gamma^{01}_\tau - p^{00}_\tau \gamma^{10}_\tau
\]

since by the rectangular nature of transcripts, we have \( p^{00}_\tau \cdot p^{11}_\tau = p^{01}_\tau \cdot p^{10}_\tau \), and thus if \( p^{00}_\tau > 0 \) then

\[
p^{11}_\tau = \frac{p^{01}_\tau \cdot p^{10}_\tau}{p^{00}_\tau} \geq p^{00}_\tau - \gamma^{01}_\tau - \gamma^{10}_\tau \geq p_\tau - \gamma^{00}_\tau - \gamma^{01}_\tau - \gamma^{10}_\tau
\]

and if \( p^{00}_\tau = 0 \) then of course \( p^{11}_\tau \geq p^{00}_\tau = p_\tau - \gamma^{00}_\tau \). To see (8.6), note that for some signs \( \sigma^{01}_\tau,\sigma^{10}_\tau \in \{1,-1\} \), the left side of (8.6) equals \( (p^{00}_\tau + \sigma^{01}_\tau \gamma^{01}_\tau) \cdot (p^{00}_\tau + \sigma^{10}_\tau \gamma^{10}_\tau) \), which expands to

\[
(p^{00}_\tau)^2 + \sigma^{01}_\tau p^{00}_\tau \gamma^{01}_\tau + \sigma^{10}_\tau p^{00}_\tau \gamma^{10}_\tau + \sigma^{01}_\tau \sigma^{10}_\tau \gamma^{01}_\tau \gamma^{10}_\tau.
\]

Figure 8.3: Proof of Claim 8.9 illustrated. The four windows \( w, w^{\dagger B}, w^{\times B}, w^{\dagger B} \) are rectangles of \((x,y)\)'s. Each \((x,y)\) can be further subdivided according to the private coins \((r_A,r_B)\) of the players. The protocol \( \Pi_s \) partitions the extended input space of \((x r_A,y r_B)\)'s into transcript rectangles—above, we have only drawn accepting transcript rectangles (in various colors). For a window \( w' \), the probability \( \Pr[\Pi_s|w' = \tau] \) is simply the area (appropriately scaled) of the transcript rectangle of \( \tau \) inside \( w' \). In the proof of Claim 8.9, the relevant case is when all of \( \Pi^{acc}_s|w^{\times B}, \Pi^{acc}_s|w^{\times B}, \Pi^{acc}_s|w^{\dagger B} \) have roughly the same distribution, say, \( D \) (in fact, \( D := \Pi^{acc}_s|z \)). By the rectangular property of transcripts, this forces \( \Pi_s|z \) to overflow onto \( \Pi_s|w \). (Note that \( \Pi^{acc}_s|w \) may contain additional transcripts to those in \( D \), since the acceptance probability is higher.)
If \( \sigma_r^{(1)} = \sigma_r^{(10)} \) then (8.7) is at least the right side of (8.6) since the last term of (8.7) is nonnegative. If \( \sigma_r^{(1)} \neq \sigma_r^{(10)} \), say \( \sigma_r^{(1)} = -1 \) and \( \sigma_r^{(10)} = 1 \), then (8.7) is at least the right side of (8.6) since the sum of the last two terms in (8.7) is \( p_{r}^{00} \gamma_{r}^{10} - p_{r}^{01} \gamma_{r}^{10} \geq 0 \).

### 8.6.8 Proof of the Homogeneity Lemma

**Definition 8.10.** For a gadget \( g : \mathcal{X} \times \mathcal{Y} \to \{0, 1\} \) and \( b \in \{0, 1\} \), define the digraph \( G^b \) as follows: the nodes are the \( b \)-inputs of \( g \), and there is an edge from \( xy \) to \( x'y' \) iff \( x = x' \) or \( y = y' \). (That is, each node has a self-loop, and all \( b \)-inputs in a given row or column have all possible edges between them.)

**Definition 8.11.** We say a gadget \( g : \mathcal{X} \times \mathcal{Y} \to \{0, 1\} \) is regular iff (i) \( |\mathcal{X}| = |\mathcal{Y}| \) is even, (ii) each row and each column is balanced (half 0’s and half 1’s), and (iii) \( G^0 \) and \( G^1 \) are both strongly connected.

Our gadget \( g \) is indeed regular, but we proceed to prove the lemma for any regular \( g \).

The first part of the proof is inspired by a similar approach that was used in [HN12]. We augment the probability space with the following random variables: let \( X'Y' \) be a random input in \( W \) that is conditionally independent of \( XY \) given \( W \), and let \( E \in ((g^m)^{-1}(z))^2 \) be chosen randomly from \( \{(XY, X'Y'), (X'Y', XY)\} \). We have \( H(R \mid E) = H(R \mid WE) \leq H(R \mid W) \) since \( R \) is conditionally independent of \( W \) given \( E \), and conditioning decreases entropy. We also have \( H(R \mid XYE) = H(R \mid XY) = H(R \mid XYW) \) since \( R \) is conditionally independent of \( WE \) given \( XY \). Putting these together, we get

\[
I(R; XY \mid E) = H(R \mid E) - H(R \mid XYE) \leq H(R \mid W) - H(R \mid XYW) = I(R; XY \mid W) \leq o(1).
\]

By Markov’s inequality, with probability \( \geq 1 - o(1) \) over \( e \sim E \), we have \( I(R; XY \mid E = e) \leq o(1) \), in which case if \( e = (x^{(0)}y^{(0)}, x^{(1)}y^{(1)}) \) then by Pinsker’s inequality\(^3\), \( \Delta(R|x^{(0)}y^{(0)}, R|x^{(1)}y^{(1)}) \leq o(1) \); let us use \( \varepsilon > 0 \) for the latter \( o(1) \) quantity. We describe what the above means in graph theoretic terms.

Define the digraph \( G^z \) as follows: the nodes are the inputs in \((g^m)^{-1}(z)\), and there is an edge from one input to another iff there exists a window of \( z \) containing both inputs; this includes a self-loop at each node. Note that \( G^z \) is the tensor product \( G^{z_1} \otimes \cdots \otimes G^{z_m} \), i.e., each node of \( G^z \) corresponds to an \( m \)-tuple of nodes from those digraphs, and each edge of \( G^z \) corresponds to an \( m \)-tuple of edges. For convenience, we make the dependence of the random variable \( E \) on \( z \) explicit using the notation \( E^z \); thus \( E^z \) is distributed over \( x_1 + y_1 + x_2y_2 \),

---

\(^3\)Specifically, if \( RB \) are jointly distributed random variables where \( B \in \{0, 1\} \) is a uniformly random bit, and \( R_0 \) denotes the distribution of \( R_B \), then \( \text{I}(R; B) \geq D(R_0 \parallel R)/2 + D(R_1 \parallel R)/2 \geq 2 \cdot (\Delta(R_0, R)^2)/2 + \Delta(R_1, R)^2/2 \geq 2 \cdot (\Delta(R_0, R)/2 + \Delta(R_1, R)/2)^2 \geq (\Delta(R_0, R)^2)/2 \), where \( D \) denotes KL-divergence, and the first inequality is Pinsker’s, the second is by convexity of the square function, and the third is by the triangle inequality.
the edges of \( G^z \). By regularity, for \( b \in \{0, 1\} \) the distribution of \( E^b \) over the edges of \( G^b \) puts half its mass uniformly over the self-loops, and half its mass uniformly over the non-self-loops. Note that the distribution of \( E^z \) is the product of the distributions of \( E^{z_1}, \ldots, E^{z_m} \), i.e., \( E^z \) can be sampled by taking samples \((x^{(0,i)}y^{(0,i)}, x^{(1,i)}y^{(1,i)})\) from \( E^{z_i} \) (independent over \( i \in [m] \)) and forming the edge \((x^{(0,1)}y^{(0,1)} \cdots x^{(0,m)}y^{(0,m)}, x^{(1,1)}y^{(1,1)} \cdots x^{(1,m)}y^{(1,m)})\) in \( G^z \).

We say an edge \((x^{(0)}y^{(0)}, x^{(1)}y^{(1)})\) of \( G^z \) is great iff \( \Delta(R|x^{(0)}y^{(0)}, R|x^{(1)}y^{(1)}) \leq \epsilon \). Thus the great edges have at least \( 1 - o(1) \) probability mass under \( E^z \).

Let \( L \) be the number of non-self-loop edges in \( G^b \) (which is the same for \( b = 0 \) and \( b = 1 \)).

**Claim 8.12.** There exists a distribution over length-2\( L \) walks on \( G^z \) such that (i) the first and last nodes are independent and each marginally uniform, and (ii) each of the 2\( L \) edges on the walk is marginally distributed according to \( E^z \).

**Proof.** By the product structure of \( G^z \) and \( E^z \), it suffices to prove this claim for a bit \( b \) instead of \( z \) (as the claim for \( z \) follows by sampling \( m \) independent such walks on the \( G^{z_i} \)'s and running them “in parallel”). By regularity, if we ignore the self-loops, there exists an eulerian tour in \( G^b \) that uses all the non-self-loop edges exactly once, and pays an equal number of visits to each node. Let \( v_0, v_1, \ldots, v_{2L-1}, v_0 \) denote the sequence of nodes visited (with repeats) on a fixed such tour. We explicitly describe the distribution of walks \( v_{i_0}, \ldots, v_{i_{2L}} \) on \( G^b \), using mod-\( L \) arithmetic:

1. Independently sample \( i_0 \) and \( \ell \) uniformly from \( \{0, \ldots, L - 1\} \).
2. For \( j = 1, \ldots, \ell \), execute one of the following with probability \( 1/2 \) each:
   2a. Use the self-loop then move forward (i.e., \( i_{2j-1} = i_{2j-2} \) and \( i_{2j} = i_{2j-1} + 1 \)).
   2b. Move forward then use the self-loop (i.e., \( i_{2j-1} = i_{2j-2} + 1 \) and \( i_{2j} = i_{2j-1} \)).
3. For \( j = \ell + 1, \ldots, L \), execute one of the following with probability \( 1/2 \) each:
   3a. Use the self-loop twice (i.e., \( i_{2j} = i_{2j-1} = i_{2j-2} \)).
   3b. Move forward then backward (i.e., \( i_{2j-1} = i_{2j-2} + 1 \) and \( i_{2j} = i_{2j-1} - 1 \)).

This procedure has \( L \) phases, each taking 2 steps of the walk. Each of the first \( \ell \) phases has the effect of moving forward one node on the tour, and each of the last \( L - \ell \) phases has the effect of ending up at the same node the phase started at. Thus \( i_{2L} = i_0 + \ell \) and is hence independent of \( i_0 \) and uniform over \( \{0, \ldots, L - 1\} \) (since \( \ell \) is independent of \( i_0 \) and uniform); hence also \( v_{i_0} \) and \( v_{i_{2L}} \) are independent and uniform (since the tour visits each node equally often) and so (i) is verified. Property (ii) holds even conditioned on any \( \ell \), and can be verified by a little case analysis; e.g., if \( \ell > 1 \) then the first edge is \((v_{i_0}, v_{i_0})\) with probability \( 1/2 \), and is \((v_{i_0}, v_{i_0+1})\) with probability \( 1/2 \) (this is a sample from \( E^b \) since \( v_{i_0} \) is a uniform node and \((v_{i_0}, v_{i_0+1})\) is a uniform non-self-loop edge).

If we sample a walk \( x^{(0)}y^{(0)}, \ldots, x^{(2L)}y^{(2L)} \) in \( G^z \) as in Claim 8.12, then by property (ii) and a union bound, with probability \( \geq 1 - 2L \cdot o(1) = 1 - o(1) \), each of the edges on the walk is great, in which case by the triangle inequality, \( \Delta(R|x^{(0)}y^{(0)}, R|x^{(2L)}y^{(2L)}) \leq 2L\epsilon \). In summary,
by property (i), a $1 - o(1)$ fraction of pairs of inputs in $(g^m)^{-1}(z)$ are \textit{good} in the sense that their conditional distributions of $R$ are within statistical distance $2L\epsilon = o(1)$. Thus a $1 - o(1)$ fraction of inputs $xy \in (g^m)^{-1}(z)$ are such that $(xy, \overline{xy})$ is good for a $1 - o(1)$ fraction of $\overline{xy} \in (g^m)^{-1}(z)$, in which case (letting $\overline{xy}$ be random in $(g^m)^{-1}(z)$ in the following)

\[
\Delta(R|xy, R) = \Delta(R|xy, E_{\overline{xy}} R|\overline{xy})
\leq E_{\overline{xy}} \Delta(R|xy, R|\overline{xy})
\leq \Pr_{\overline{xy}}[(xy, \overline{xy}) \text{ is good}] \cdot o(1) + \Pr_{\overline{xy}}[(xy, \overline{xy}) \text{ is not good}] \cdot 1
\leq 1 \cdot o(1) + o(1) \cdot 1
= o(1)
\]

where the second line is a basic general fact about statistical distance. Say $xy$ is \textit{typical} if $\Delta(R|xy, R) \leq o(1)$ as above. Note that in the original probability space, $XY$ is marginally uniform over $(g^m)^{-1}(z)$ and thus with probability at least $1 - o(1)$ over sampling $w \sim W$ and $xy \sim XY \in w$, $xy$ is typical. It follows that for at least $1 - o(1)$ fraction of $w$, at least $1 - o(1)$ fraction of $xy \in w$ are typical, in which case

\[
\Delta(R|w, R) = \Delta(E_{xy \in w} R|xy, R)
\leq E_{xy \in w} \Delta(R|xy, R)
\leq \Pr_{xy \in w}[xy \text{ is typical}] \cdot o(1) + \Pr_{xy \in w}[xy \text{ is not typical}] \cdot 1
\leq 1 \cdot o(1) + o(1) \cdot 1
= o(1).
\]

### 8.7 Query lower bound

An alternative approach for proving a lower bound for the $(\#\exists - 1)$-game for $Tse_G \circ g^n$ is to (Step 1): use a communication-to-query simulation theorem (like Chapter 2) and then (Step 2): prove an appropriate query complexity lower bound for $Tse_G$. In this section, we carry out the second step by proving an optimal $\Omega(n)$ lower bound (which in particular answers a question from [LNNW95])—this proof is a lot simpler than our proof for the $\Omega(n/ \log n)$ communication lower bound in Section 8.6. Unfortunately, as we discuss below, it is not known how to perform the first step for constant-size gadgets $g$.

The result of this section can be interpreted as evidence that the right bound in Theorem 8.1 is $2^{\Omega(n)}$ and the right bound in Corollary 8.4 is $\Omega(n)$, and also as motivation for further work to improve parameters for simulation theorems.
8.7.1 Query vs. communication

The query complexity analogue of nonnegative rank decompositions (nonnegative combinations of nonnegative rank-1 matrices) are conical juntas: nonnegative combinations of conjunctions of literals (input bits or their negations). We write a conical junta as \( h = \sum_C w_C C \) where \( w_C \geq 0 \) and \( C \) ranges over all conjunctions \( C : \{0, 1\}^n \rightarrow \{0, 1\} \). The degree of \( h \) is the maximum number of literals in a conjunction \( C \) with \( w_C > 0 \). Each conical junta naturally computes a nonnegative function \( h : \{0, 1\}^n \rightarrow \mathbb{R}_{\geq 0} \). Hence we may study \((\#\exists-1)\)-games in query complexity.

In particular, the query complexity of the \((\#\exists-1)\)-game for \( T_{\mathsf{se}G} \) is the least degree of a conical junta \( h \) that on input \( z \) outputs \( h(z) = |\text{viol}(z)| - 1 \).

The main result of Chapter 2 is a simulation of randomised protocols (or nonnegative rank decompositions) by conical juntas: a cost-\( d \) protocol for a lifted problem \( F \circ g^n \) can be simulated by a degree-\( O(d) \) conical junta (approximately) computing \( F \). While \( F \) here is arbitrary, the result unfortunately assumes that \( g := \mathsf{IP}_b \) is a logarithmic-size, \( b := \Theta(\log n) \), inner-product function \( \mathsf{IP}_b : \{0, 1\}^b \times \{0, 1\}^b \rightarrow \{0, 1\} \) given by \( \mathsf{IP}_b(x, y) := \langle x, y \rangle \mod 2 \).

Plugging \( b \)-bit gadgets into the reductions of Section 8.4 would blow up the number of input bits of CSP-SAT exponentially in \( b \). This is not only an artefact of our particular reduction! Consider more generally any reduction from a communication search problem \( S \circ g^n \) to a \( \text{KW}^+ \)-game for a monotone \( f : \{0, 1\}^m \rightarrow \{0, 1\} \). Since the \( \text{KW}^+ \)-game has nondeterministic communication complexity \( \log m \) (number of bits the players must nondeterministically guess to find a witness), the reduction would imply \( c \leq \log m \) where \( c \) is the nondeterministic communication complexity of \( S \circ g^n \). If merely computing \( g \) requires \( b \) bits of nondeterministic communication, then clearly \( c \geq b \) so that \( m \geq 2^b \).

8.7.2 A linear lower bound

Theorem 8.13. There is a family of \( n \)-node bounded-degree graphs \( G \) such that the \((\#\exists-1)\)-game for \( T_{\mathsf{se}G} \) requires query complexity \( \Omega(n) \).

Relation to \([\text{LNNW95}]\). An analogue of the \((\text{KW}/\text{EF})\) connection holds for query complexity: if there is a deterministic decision tree of height \( d \) that solves the search problem \( T_{\mathsf{se}G} \), we can convert this into a degree-(\( d + O(1) \)) conical junta for the associated \((\#\exists-1)\)-game. Moreover, if we only have a randomised \( \epsilon \)-error decision tree for the search problem, then the connection gives us a conical junta \( h \) that approximately solves the \((\#\exists-1)\)-game: \( h(z) \in (|\text{viol}(z)| - 1) \cdot (1 \pm \epsilon) \) for all \( z \).

Our proof below is robust enough that the \( \Omega(n) \) bound holds even for conical juntas that merely approximately solve the \((\#\exists-1)\)-game. Hence we get a randomised \( \Omega(n) \) lower bound for \( T_{\mathsf{se}G} \), which was conjectured by \([\text{LNNW95}, \text{p. 125}]\); note however that in Chapter 7 we already got a near-optimal \( \Omega(n/\log n) \) bound. In any case, to our knowledge, this is the first \( O(1) \)-vs-\( \Omega(n) \) separation between certificate complexity and randomised query complexity for search problems.
The proof. Fix an $n$-node bounded-degree expander $G = (V, E)$. That is, for any subset $U \subseteq V$ of size $|U| \leq n/2$, the number of edges leaving $U$ is $\Theta(|U|)$. We tacitly equip $G$ with an arbitrary odd-weight node-labeling. Assume for the sake of contradiction that there is a conical junta $h = \sum w_C C$ of degree $o(n)$ for the $(\#\exists - 1)$-game for $TseG$. Let $C$ be a conjunction with $w_C > 0$. Denote by $S \subseteq E$ the set of edges that $C$ reads; hence $|S| \leq o(n)$. Below, we write $G \setminus S$ for the graph induced on the edges $E \setminus S$ (deleting nodes that become isolated).

Claim 8.14. We may assume w.l.o.g. that $G \setminus S$ is connected.

Proof. If $G \setminus S$ is not connected, we may replace $C$ with a conjunction (actually, a sum of them) that reads more input variables; namely, we let $C$ read a larger set of edges $S' \supseteq S$ including all edges from connected components of $G \setminus S$ of “small” size $\leq n/2$. When adding some small component $K \subseteq E$ to $S'$ we note that, because $G$ is expanding, the size of $K$ is big-$O$ of the size of the edge boundary of $K$ (which is contained in $S$). On the other hand, every edge in $S$ lies on the boundary of at most two components. It follows that $|S'| = O(|S|)$, i.e., we increased the degree of $h$ only by a constant factor. Now in $G \setminus S'$ we have only components of size $> n/2$, but there can only be one such component. \hfill \qed

Claim 8.15. We may assume w.l.o.g. that $C$ witnesses at least two fixed nodes with a parity violation (i.e., $C$ reads all the edge labels incident to the two nodes).

Proof. Suppose for contradiction that $C$ witnesses at most one violation. Then we may fool $C$ into accepting an input (and hence $h$ into outputting a positive value on that input) where the number of violations is 1, which is a contradiction to the definition of the $(\#\exists - 1)$-game. Indeed, let $z$ be some input accepted by $C$. Then we may modify $z$ freely on the connected graph $G \setminus S$ (by Claim 8.14) without affecting $C$’s acceptance: we may eliminate pairs of violations from $z$ by flipping paths (as in Section 8.3) until only one remains. (This is possible since by definition, all the non-witnessed violations of $z$ remain in $G \setminus S$.) \hfill \qed

Let $\mu_i$ ($i$ odd) denote the distribution on inputs that have $i$ violations at a random set of $i$ nodes, and are otherwise random with this property. We may generate an input from $\mu_i$ as follows:

1. Choose an $i$-set $T_i \subseteq V$ of nodes at random.
2. Let $z \in \mathbb{Z}_2^E$ be any fixed input with $\text{viol}(z) = T_i$.
3. Let $q \in \mathbb{Z}_2^E$ be a random eulerian graph.
4. Output $z + q$.

Theorem 8.13 follows from the following lemma. Here we identify $C$ with the set (subcube) of inputs it accepts.

Lemma 8.16. $\mu_5(C) \geq (10/3 - o(1)) \cdot \mu_3(C)$. 

Indeed, consider the expected output value $E_{z_i \sim \mu_i}[h(z_i)]$. This should be 2 for $i = 3$, and 4 for $i = 5$, i.e., a factor 2 increase. However, the above lemma implies that the output value gets multiplied by more than a factor 3, which is the final contradiction.

**Proof of Lemma 8.16.** By Claim 8.15 let $\{v_1, v_2\}$ be a pair of nodes where $C$ witnesses two violations. For $i = 3, 5$, let $z_i \sim \mu_i$ and denote by $T_i$ the $i$-set of its violations. Then

$$
\mu_3(C) = \Pr[C(z_3) = 1] = \Pr[C(z_3) = 1 \text{ and } T_3 \supseteq \{v_1, v_2\}] = \left(\frac{n-2}{n}\right) / \left(\begin{array}{c} n \\ \end{array}\right) \cdot \Pr[C(y_3) = 1], \quad \text{(for } y_3 := (z_3 | T_3 \supseteq \{v_1, v_2\})
$$

$$
\mu_5(C) = \Pr[C(z_5) = 1] = \Pr[C(z_5) = 1 \text{ and } T_5 \supseteq \{v_1, v_2\}] = \left(\frac{n-2}{n}\right) / \left(\begin{array}{c} n \\ \end{array}\right) \cdot \Pr[C(y_5) = 1]. \quad \text{(for } y_5 := (z_5 | T_5 \supseteq \{v_1, v_2\})
$$

So their ratio is

$$
\frac{\mu_5(C)}{\mu_3(C)} = \frac{10}{3} \cdot \frac{\Pr[C(y_5) = 1]}{\Pr[C(y_3) = 1]}. 
$$

Hence the following claim concludes the proof of Lemma 8.16.

**Claim 8.17.** $\Pr[C(y_5) = 1] / \Pr[C(y_3) = 1] \geq 1 - o(1)$.

**Proof.** We can generate $y_3$ and $y_5$ jointly as follows:

**$y_3$:** Choose $v_3 \in V \setminus \{v_1, v_2\}$ uniformly random and let $x_3$ be some input with $\text{viol}(x_3) = \{v_1, v_2, v_3\}$. Output $y_3 := x_3 + q$ where $q$ is a random eulerian graph.

**$y_5$:** Continuing from the above, choose $\{v_4, v_5\} \subseteq V \setminus \{v_1, v_2, v_3\}$ at random. If possible, let $p$ be a path in $G \setminus S$ joining $\{v_4, v_5\}$ (a “good” event), otherwise let $p$ be any path joining $\{v_4, v_5\}$. Output $y_5 := x_3 + p + q$.

It suffices to prove the claim conditioned on any particular $v_3$ (and hence also on $x_3$). By Claim 8.14 we have $\Pr[\text{“good” } | v_3] = \Pr[v_4, v_5 \in G \setminus S \ | v_3] \geq 1 - o(1)$ since $|S| \leq o(n)$. If the “good” event occurs, then $C$ cannot distinguish between $y_3 = x_3 + q$ and $y_5 = x_3 + p + q$ so that $\Pr[C(y_3) = 1 | v_3] = \Pr[C(y_5) = 1 | \text{“good”, } v_3]$. The claim follows as

$$
\Pr[C(y_5) = 1 | v_3] \geq \Pr[C(y_3) = 1 \text{ and “good” } | v_3] = \Pr[C(y_3) = 1 | \text{“good”, } v_3] \cdot \Pr[\text{“good” } | v_3] = \Pr[C(y_3) = 1 | v_3] \cdot \Pr[\text{“good” } | v_3] \geq \Pr[C(y_3) = 1 | v_3] \cdot (1 - o(1)). 
$$
Chapter 9

Open problems

We have encountered many open problems throughout this thesis. In this final chapter, we highlight some of the more important ones. Perhaps the most famous open problem in communication complexity remains the log-rank conjecture [LS88].

**Open problem 9.1.** Does $\text{P}^{cc}(F) \leq \log^{O(1)} \text{rank}(F)$ hold for all $F$?

Our results in Chapter 4 imply that one has to allow the constant in the exponent to be at least 2. Lovett [Lov14] has a survey on some recent progress on proving upper bounds.

Another outstanding open problem is to prove explicit lower bounds against the communication analogue of the polynomial hierarchy $\text{PH}^{cc}$ [BFS86]. This is a necessary step towards constructing explicit rigid matrices [Raz89, Lok01, Lok09, Wun12] with connections to circuit lower bounds [Val77]. In fact, the frontier of our understanding currently lies with Arthur–Merlin communication protocols $\text{AM}^{cc}$, which are situated below the second level of $\text{PH}^{cc}$.

**Open problem 9.2.** Prove explicit lower bounds against $\text{PH}^{cc}$ (or even $\text{AM}^{cc}$).

While we have not studied Arthur–Merlin communication in this thesis (except for a brief mention in Section 2.1.3), understanding it remains one of my favourite open problems. In [GPW16b] we investigated whether information complexity arguments (which have featured heavily in this thesis) can be used to prove lower bounds against $\text{AM}^{cc}$.

We have gotten a lot of mileage out of our junta-based simulation theorem from Chapter 2. Therefore it seems important to determine the best possible parameters for which such a simulation theorem can be proved.

**Open problem 9.3.** Does (some version of) Theorem 2.1 hold for gadget size $b = O(1)$?

Such a simulation theorem for constant-size gadgets would render several of our results (e.g., in Chapters 7 and 8) optimal. It would also give a unified, less ad-hoc way of proving many other known results in communication complexity, e.g., randomised lower bounds for set-disjointness (and higher depth AND-OR trees) and gap-hamming.
Can we prove simulation theorems for other models besides those considered in this thesis? Can the proof techniques of Chapter 2 and Chapter 4 be combined to yield a simulation theorem for randomised bounded-error (BPP) computations?

**Open problem 9.4.** Prove a communication-to-query simulation theorem for BPP.

Such a simulation theorem would give an alternative, less ad-hoc proof for the results of Chapter 5 and also those of [ABB+16b].

Lastly, we mention a well-known (e.g., [KLTT15, §7]) open problem in extension complexity, which we tried our hand at solving—but hit a barrier. For a matroid $M$, its associated matroid polytope $P_M$ is the convex hull of (the indicator vectors of) the independent sets of $M$.

**Open problem 9.5.** Exhibit a matroid polytope with superpolynomial extension complexity.

Coming up with a candidate hard matroid is already challenging. It follows from Rothvoss’s counting argument [Rot12] that there exist matroids $M$ on the ground set $[n]$ such that $\text{xc}(P_M) \geq 2^{\Omega(n)}$. The counting argument exploits the fact that there exist doubly-exponential-in-$n$ many paving matroids. However, we note that there is a technical barrier to using paving matroids to answer the above open problem. Indeed, from the perspective of the KW/EF connection (Section 8.2), the monotone function $f: \{0,1\}^n \rightarrow \{0,1\}$ associated with a paving matroid is a slice function, i.e., non-constant on only a single Hamming slice. A theorem of Berkowitz (see [Juk12, §10.1.1]) says that for slice functions $f$, any (non-monotone) circuit computing $f$ can be efficiently simulated with a monotone one. Hence proving extension complexity lower bounds using (KW/EF) is hopeless: any explicit lower bound for the $(\#\exists-1)$-game associated with the KW$^+$-game of a slice function would imply explicit non-monotone depth lower bounds! Moreover, for so-called “sparse” paving matroids $M$, it can be checked that (the nontrivial part of) the slack matrix of $P_M$ coincides with the $(\#\exists-1)$-game. In summary, we have the following barrier to proving lower bounds against explicit sparse paving matroids $M$: any lower bound on $\text{xc}(P_M)$ would imply explicit circuit depth lower bounds.
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