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Abstract

Hierarchical Data Storage And Processing on the Edge of the Network

Seyed Hossein Mortazavi

Doctor of Philosophy

Graduate Department of Computer Science

University of Toronto

2020

Current wireless mobile networks are not able to support next generation applications that

require low latency or produce large volumes of data that can overwhelm the network. Examples

include video analysis applications, wearable devices, safety critical applications and intelligent

smart city systems. The use of servers on the wide-area cloud, however, is also not an option

as these applications require low response times, or involve processing of large volumes of data

from many devices. To address these challenges, edge computing proposes the addition of

computation and storage capabilities to the edge of the network [30, 19]. This thesis generalizes

edge computing into a hierarchical cloud architecture deployed over the geographic span of a

network. The vision supports scalable processing by providing storage and computation along a

succession of datacenters positioned between the end device and the traditional wide area cloud

datacenter. I develop a new deployment and execution platform called CloudPath based on the

Function as a Service (FaaS) model that supports code and data mobility and distribution by

enforcing a clear separation between computation and state. In CloudPath applications will

be composed of a collection of light-weight stateless event handlers that can be implemented

using high level languages, such as Java. In this thesis, I also develop a shared database

abstraction called PathStore that enables transparent data access to the hierarchy of cloud and

edge datacenters. PathStore supports concurrent object reads and writes on all nodes of the

database hierarchy and its extension called SessionStore adds session consistency (read your own

writes, monotonic reads/writes) for mobile applications. Finally, I implement a geo-distributed

query engine that exploits the hierarchical structure of our eventually-consistent geo-distributed

database to trade temporal accuracy (freshness) for improved latency and reduced bandwidth.
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For the past 15 years, cloud computing has transformed the means of computing and data

storage by providing scalable, efficient, flexible, and agile computing and storage services to

users, applications, and businesses. However, with the number of distributed devices and sensors

growing exponentially [41], centralized processing is becoming a bottleneck, as it begins to run

against the limits of network bandwidth and latency [162]. Requirements and restrictions on

user data privacy, as well as the cost of forwarding and processing data [137], are also limiting

the use of the cloud for some applications. Current cloud computing architectures are not

optimized for next-generation mobile or Internet of Things (IoT) applications that require low

latency, or that produce large volumes of data in a carrier network.

Data is ever-increasingly generated at the edge of the network [1]. By Cisco’s estimates[41],

there would be 28.5 billion networked devices by 2022 and humans and machines will produce

a total of 850 zettabytes of data by 2021 [1]. To handle this amount of data, in recent years

Edge (also known as Fog) 1 computing has emerged as a new paradigm to process data and

deliver services. In edge computing, computation and storage resources are geo-distributed and

placed near the data source typically one-hop away, or at intermediate local datacenters [138].

These local datacenters are limited in resources, but their proximity to the data source allows

more bandwidth and less latency, which can be beneficial to a whole range of applications and

overcomes cloud computing limitations.

Topology

In this thesis, by edge networks we mean hierarchical networks comprised of a collection of

datacenters, as shown in Figure 1.1. Each node in the network is a datacenter where part of

the application is potentially deployed.

At the top of the network is the cloud datacenter, with high-performance computational

and storage resources that are easy to scale. As we go down the network hierarchy, datacenters

become increasingly resource-constrained, but also closer to the users and sensors that are the

source of the data. At the very edge of the network are edge nodes: these are small datacenters,

often comprised of a limited number of computationally-limited machines [133, 18]. We refer to

datacenters on the path from the cloud to an edge as core nodes. Note we do not consider user

1In this thesis, we use the terms edge and fog computing interchangeably.
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Cloud

Core

Edge

Figure 1.1: Edge computing architecture: a succession of datacenters of increasing sizes, posi-
tioned between the client device and the traditional wide-area cloud datacenter.2

devices or sensors as part of the network itself. Edge computing applications are applications

deployed over edge networks that divide computation and storage tasks between edge, cloud,

and core nodes.

Figure 1.1 illustrates how edge computing extends the traditional cloud architecture. At the

top and bottom of the figure are the traditional wide-area cloud datacenter and the end-user

devices, respectively. The figure also shows the path that traffic between these two endpoints

follows over a collection of intermediate network links and routers.

Edge computing provides an opportunity to re-envision the way applications are created and

deployed. Whereas existing applications and services may be replicated across wide-area cloud

datacenters to improve scalability and fault tolerance, edge computing encourages partitioning

service functionality by placing components or functions at the datacenter layer that best meets

performance and security requirements. For example, a wearable smart assistant could execute

latency-sensitive and bandwidth-intensive functions, such as face recognition on a nearby edge

datacenter, while running infrequent and latency tolerant functions, such as user authentication

and preference editing, on a traditional wide-area cloud datacenter.

2Icons in the figure and this dissertation are by monkik, pause08 from flaticon.com
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Applications

With more bandwidth, versatility, scalability and privacy as well as less latency, some applica-

tions that benefit from novel edge computing architecture include:

Video processing and analysis [76, 94, 156]: With more bandwidth and less latency

available through edge computing, video frames are processed nearby and only analytical data

is sent to the cloud resulting in faster applications. For example, counting the numbers of cars

that pass a certain inter-section does not require sending all video frames to the distant cloud.

IoT applications [132, 127]: With the ever-increasing use of IoT devices and sensors that

are geographically distributed and produce enormous amounts of data, edge computing has

emerged as a scalable middle layer between the cloud and the IoT sensors that aggregates data

and provides a platform to serve real-time applications. This middle layer can store the data

produced by these applications, and process queries on the data.

Healthcare and Wearable devices [35, 155, 22, 66]: As edge computing enables higher

quality interactive applications, healthcare applications and assistive devices can use local se-

cure datacenters to provide services that process data quickly and maintain the user privacy.

Applications that need fast real time data processing such as in cardiac arrest prediction [147]

can benefit most from this model.

Smart cities and transportation [109, 57, 163]: Due to the important issue of safety and

security, roads, railways and other infrastructure in smart cities are already operating on edge

computing platforms. Smart city applications require fast, reliable and secure access to data

processing units and the traditional cloud is not a scalable approach for the increasing number

of devices and sensors in a smart city.

Virtual and augmented reality (VR/AR) [165, 140]: Both these interactive real-time

applications require massive amount of graphical rendering processing that can only be achieved

in scale if there is a fast, cheap network between the rendering units and the devices. This

network can be achieved in edge computing.
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1.1 Challenges

While Cloud computing generally centralizes computation and storage services at certain dat-

acenters while scaling horizontally within a datacenter, edge computing decentralizes resources

to get processing units closer to data sources. This decentralization brings about challenges on

how to effectively manage resources and how to provide reliable services to end-users. These

challenges include:

• Partitioning and Offloading: Now that the computing and storage resources are divided

onto different geo-distributed locations, how the application logic is split and provisioned

onto these distributed computing resources is an open question. Some applications may

benefit from aggregating data on core nodes, while some may need to split the logic/data

based on the geographical location.

• Application Deployment and Execution: Unlike most applications on the cloud, different

parts of edge applications can run on different datacenters. Partitioning the application

and moving the application code and data to datacenters that will execute the application

is a challenge the execution and deployment service has to handle. In addition, requests

have to be routed to the application appropriately.

• Data Storage: Most datacenters on the edge of the network can only store and process a

fraction of the data saved on the wide-area cloud nodes. At the same time, most reads

and writes should be executed locally; running code close to the edge of the network has

little benefit if most data accesses have to go to the cloud. In addition, data consistency

for mobile applications should also be considered.

• Scheduling and Management: Resources on edge datacenters are limited, so strategies

and policies on scheduling and managing these resources between competing applications

have to be developed.

• Reliability and Quality of Service: Applications only choose to use edge computing if

they can be offered improved services compared to the cloud. The challenge for edge

computing is to ensure that applications can reliably achieve high throughput and low

latency in different environments and situations.
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This thesis focuses on providing solutions for the challenges above, specifically the first three

challenges by providing a new model for structuring and deploying applications and managing

their data. While prior studies [134, 30] only suggest frameworks to offload computation to

nearby edge nodes, they do not exploit the full potential of tiered geo-distributed datacenters

and generally do not manage how application data is stored, queried and processed. Our goal

in this thesis is to enable edge computing more comprehensively by proposing a framework

for application code deployment and execution as well as application data management. We

summarize our contributions as follows:

1.2 Contributions

In this thesis we suggest a new architecture for application deployment and execution on the

edge based on the serverless model. Through Path Computing, we generalize the edge com-

puting model into a multi-tier cloud architecture that supports processing and storage on a

progression of datacenters deployed over the geographic span of a network. This approach dif-

ferentiates from the legacy edge computing models that only provide limited process offloading

services to edge applications. By partitioning application data and functionality, Path Com-

puting envisions application deployment at locations that best meet quality of service and cost

requirements based on resource availability and geographic coverage. We implement the Path

Computing vision by presenting CloudPath [116, 49]. CloudPath leverages the Function as

a Service (FaaS) model to break applications into functions that are placed over distributed

datacenters. CloudPath supports code and data mobility and scalability by enforcing a clear

separation between computation and state. In CloudPath we develop a wide range of modules

required in edge computing, including execution, deployment, storage, monitoring, and routing

modules.

An essential aspect of the edge computing platform is data management and how it trans-

forms, aggregates, and consumes data. Edge applications benefit minimally if the edge dat-

acenters need to access a remote database to process a local request. In chapter 3, we also

present PathStore, which is an eventually consistent data storage layer for a multi-tier cloud

architecture. PathStore supports data storage on a progression of datacenters deployed from
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the edge to the cloud. In PathStore, we develop a shared database abstraction that enables

transparent data access across the hierarchy of cloud and edge datacenters. This storage layer

supports concurrent object reads and writes on all nodes of the database hierarchy. PathStore

performs all read and write operations against the local database node with data replicated

dynamically between datacenters as needed. Pathstore makes possible different classes of ap-

plications, including workloads that aggregate data (such as IoT applications), or services that

cache data and process information at different layers. We explain Path Computing, CloudPath,

and PathStore in Chapter 3.

Many applications and devices that produce data on the edge are mobile. Their movement

between datacenters raises the question of what data consistency model should be delivered

to these applications. Web services and applications typically deployed on highly available

storage layers such as PathStore, commonly relax consistency between replicas. A common

approach for web services and applications in these scalable systems is to rely on eventual

consistency where the storage system guarantees that if no new updates are made to an object,

eventually all reads will return the last updated value [82]. To addresses issues with consistency

and to enhance our storage with stronger consistency models, we present SessionStore [114,

111, 112, 113] that ensures session consistency on a top of otherwise eventually consistent

replicas. SessionStore groups related data accesses of the database into a session and uses a

session-aware re-conciliation algorithm to reconcile only the data relevant to the session when

switching between replicas. We discuss SessionStore in more detail in Chapter 4.

In many edge computing scenarios, data is generated over a wide geographic area and is

stored near the edges, before being pushed upstream to a hierarchy of datacenters. A key

question is how to query this data and extract information. Querying such geo-distributed data

traditionally falls into two general approaches: push incoming queries down to the edge where

the data is, or run them locally in the cloud. Feather [115] is a hybrid querying scheme that

exploits the hierarchical structure of such geo-distributed systems to trade temporal accuracy

(freshness) for improved latency and reduced bandwidth. Rather than pushing queries to the

edge or executing them in the cloud, Feather selectively pushes queries towards the edge while

guaranteeing a user-supplied per-query freshness limit. Partial results are then aggregated

along the path to the cloud until a final result is provided with guaranteed freshness. Feather is
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designed for ad-hoc queries and supports a broad set of queries, including grouping, aggregation,

and raw row retrieval.

In Chapter 5, we present Feather, and in Chapter 6, we conclude the thesis and suggest

avenues for future work.
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In this Chapter we study the recent state of the art research in the areas of mobile edge

computing and data management and survey the evolution of these technologies.

2.0.1 Edge Computing Architectures

Early edge computing systems have relied on virtual machines (VM) as the unit of application

deployment [133, 61]. These systems rely on optimizations, such as VM synthesis [67] and uni-

kernels [105], to reduce the network traffic and deployment time. Satyanarayanan et al. [133]

where among the first who emphasized on the importance of having cloud resources close to

the mobile user. They argue that empirically, cloud resources can only be accessed through the

network with significant delay(currently close to hundreds of milliseconds [75]) and this latency

is unlikely to be reduced because of restrictions on the Wider Area Network (WAN) and prop-

agation delay. This restricts offloading computation on Cloud nodes in a timely manner and a

new model where computation is close to the mobile users is required. They present the idea

of using nearby (generally one hop away) resource-rich computers or clusters in Cloudlets to

increase the computational power of neighboring mobile devices. In their paper they use the

term Cloudlet to refer to a layer of trusted computers between mobile devices and cloud servers.

The devices used in Cloudlets have similar capabilities to a datacenter but on a lower scale and

are in the vicinity of the mobile user. On these workstations, a virtual machine (VM) will run

customized service software and some of the processing requirements of the mobile devices is

migrated to these virtual machines through Wi-Fi (using LTE is later suggested). The proposed

applications that could benefit from this framework include: Augmented reality, Optical Char-

acter Recognition (OCR), face recognition systems, Vehicle to Vehicle (V2V) communications

and crowd sourcing applications.

The drawbacks on developing the VM based Cloudlet model includes relying on carriers and

internet service providers to deploy this architecture in LAN networks over Wi-Fi. Furthermore,

VM’s are not versatile units of processing that can be deployed quickly and efficiently on smaller

cloudlets units as they can be resource intensive and slow. Studies such as [66], [40], [68], [134],

[150], [91] present implemented frameworks and applications based on the Cloudlet architecture,

and companies such as Akamai, Huawei and Dell have built micro-datacenters that are similar

to the cloudlets [134] model.
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More recently, several research platforms have switched to operating system containers as

the unit of deployment [95, 25]. While operating system containers are smaller than VMs, they

can still require the transfer of hundreds of megabytes to instantiate a container.

In contrast, ClodPath leverages a new cloud computing model known as Function as a

Service (FaaS) with Serverless Computing. In Serverless computing another layer of abstraction

is added to the virtualization hierarchy. Rather than sharing operating systems (containers)

or hardware (virtual machines), users share the language run-time environment. This model

reduces the resource footprint and response time compared to containers and virtual machines.

In addition, this model has the ability to automatically and quickly scale and increase the

number of workers when load increases using a orchestration service that is responsible for

resource allocation, fault-tolerance, monitoring, maintenance and scalability. However, the

user applications are more limited and can only operate in a limited set of pre-configured

environments.

Examples of FaaS systems include Amazon Lambda [151], OpenLambda [72], IBM Open-

Wisk [21], Microsoft Azure functions, Google Cloud functions and AppScale [39]. In Open-

Lambda [72] an open source serverless system is suggested where the goal is to implement an

elastic and scalable platform. OpenLambda consists of a series of subsystems that execute and

maintain applications handler. Handelers are sandboxed in containers which are controlled by

schedulers and load-balancers forward requests to containers.

All these systems target the wide-area cloud environment, and assume a flat replicated

environment with a relatively small number of large datacenters accessible over the Internet.

Our work differs in that it is the first application of FaaS to be running code on a hierarchy of

datacenters stretched from the network edge to the wide-area cloud.

Path computing has similarities to previous approaches that have infused networking nodes

with processing, such as active networks [32] and the intentional naming system [12]. These

previous efforts, however, focused on low-level network processing (e.g., encryption, routing,

load balancing), whereas CloudPath targets full server workloads.

Previous work has explored automatic application partitioning and migration [46, 40, 60].

In comparison, our approach requires application developers to explicitly partition their appli-

cations into clearly-defined functions. We argue that this approach is consistent with existing
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best practices for web back-end design, which mandate the use of stateless REST functions for

scalability and fault tolerance.

A complete decentralized computing platform that distributes compute, storage, and net-

working services closer to the mobile devices called Fog Computing is proposed by Bonomi

et al. from Cisco systems in [30]. Fog servers are geographically distributed and close to the

mobile and ubiquitous devices. Fog computing distinguishes itself from cloudlets by putting

more emphasis on requirements for Internet of Things(IoT) devices. Bonomi et al. argue that

clouds have difficulty achieving IoT requirements such as low latency, mobility and location

awareness. Similar to Cloudlets, fog computing extends the paradigm of the Cloud to the edge

networks for the Internet of Things (IoT) devices. Similar to how the fog is closer the earth

than the clouds, fog servers are also closer to edge devices than cloud servers. Their solution

is the Fog architecture which is composed of a number of geo-distributed heterogeneous fog

nodes placed between the end devices and the cloud in different tiers. Each fog node can be

composed of different devices such as routers, IoT gateways, access points as well as any com-

puting devices which makes the edge, part of the fog system. A service orchestration layer is

proposed for dynamic, policy-based life-cycle management and an abstraction layer hides the

complexity of each heterogeneous node and “provides generic APIs for monitoring, provisioning

and controlling physical resources” [29]. Applications of such an architecture include smart

traffic light systems, and sensors controlling a wind fire. Alternative types of fog nodes have

also been proposed including using networking devices (such as home routers) [96] and moving

or parked vehicles[74] for computational processes.

2.0.2 Distributed Storage and Session Consistency

A large body of research exists about replicated databases for geographically distributed dat-

acenters both in industry and academia [157, 136, 63, 99]. These systems offer stronger con-

sistency models, but assume a flat overlay structure. In this project, we use Cassandra as an

existing widely used system and use it as the basis for our hierarchical storage system.

Session consistency can in principle be provided by solutions that provide stronger consis-

tency such as in [92] where all transactions are always executed at the local replica through snap-

shot isolation, or by geo-distributed transactional databases like Spanner [44], CockRoachDB [2]



Chapter 2. Related 13

or by systems that use mixed consistency [89] and workload management [158] to provide strong

consistency only where required. Unfortunately, these solutions use variants of distributed con-

sensus that are very expensive across the wide-area-network [13, 88] and makes them impractical

for the edge. As we show in our experiments in Section 4.4, enforcing strong consistency even

for a moderate number of replicas incurs large latency costs.

A better approach is to use causally consistent systems like Bayou [143], COPS [98]. In

practice, however, these approaches are also not applicable to edge deployments for three rea-

sons: (i) these approaches assume a low and fixed number of replicas, whereas popular edge

services may have hundreds or thousands of replicas. Many of these systems make use of vector

time stamps where the overhead grows linearly with as the replication factor increases. While

there are methods to trim the vector [123, 122], a compact vector clock that implicitly assigns

vector positions to nodes requires centralized arbitration (or some other method of distributed

consensus). Alternatively, the vector may include a unique node identifier like an IP address.

In the latter case, however, significant additional storage is required, which makes using these

systems on the edge unfeasible; (ii), these approaches assume full data replication (i.e., a com-

plete copy of the database is stored at each site). Unfortunately, the resource-limited nature of

edge datacenters dictates that they are only able to store a small fraction of the total state of a

service or application. These limitations require the use of on-demand partial replication where

only the state that is relevant to the current users of the edge datacenter is presently repli-

cated on the edge datacenter; and (iii), data reconciliation is not fine-grained based on client or

function data, rather reconciliation is done on table granularity. This approach results in high

reconciliation latency and high bandwidth consumption for the transfer. This is particularly

the case when only a fraction of the data is relevant to a given client.

Providing causal consistency on top of eventual consistency has been studied in [24] and [20].

In these studies a layer between the client and the data storage layer provides causal consistency

for the client using vector clocks. In addition to the discussion on causally consistent systems

presented above, we note that these works do not focus on session-aware reconciliation, which

is crucial for our edge scenarios.

Other solutions to session consistency in the literature [152, 7] use a combination of the

following basic techniques: (i) sticky sessions can ensure that all reads and writes within a
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session maintained by a client always communicate with a single replica, (ii) maintain state at

the client so that when a session does change replicas, the client can service requests from its

cache until the new replica is up to date, and (iii) use vector time stamps for the requests and

ensure that each read or write is served or accepted at a replica in such a manner as to satisfy

the session guarantees. The first approach is not applicable to edge computing scenarios where

the clients switch replicas over time due to client mobility or to access functionality deployed

on different datacenters. The second approach is only applicable when the client is fully trusted

and has enough resources to store data. It is not practical for multi-user applications where

raw data is kept at the server and is made available to clients in mediated form in response to

explicit application requests. Finally, approaches that require vector time stamp break down

when the number of replicas is large and dynamic as the overhead grows linearly with the

replication factor. While there are methods to trim the vector [123, 122], they come at the cost

of significant complexity and require strong coordination between replicas, which makes using

these systems on the edge unfeasible.

In addition, various approaches have been proposed for application and service migration

on the edge [118, 141, 102], however these approaches commonly depend on VM/Container

migration methods or full application state synchronization. Our approach provides applica-

tions with flexible, fine grained data reconciliation through sessions. Our approach is especially

advantageous for multi-user services that use the same replica to handle requests on behalf of

multiple clients, where only a fraction of the replicated state is relevant to a given client.

There have been several works on data/state reconciliation in transactional databases [47,

53] and most key-value stores support some form of data reconciliation across replicas [34,

43]. However, in the former case, these solutions are heavy-weight, as necessary to guarantee

ACID transactionality. The reconciliation function in common key-value stores are typically

implemented as generic “stop-and-migrate” techniques that do not carefully track subsets of

client data. This results in significant down times for the client. SessionStore, on the other

hand, is much more light-weight since it guarantees session consistency as opposed to ACID

transactionality.



Chapter 2. Related 15

2.0.3 Distributed Querying

There exist several general approaches for querying in geo-distributed settings: querying the

edge nodes directly, distributed engines for query planning and execution, and stream process-

ing. We also review existing approaches to providing and characterizing freshness guarantees.

Querying Edge Nodes

Respawn [31] is a distributed time series database that provides low latency range queries on

a multi-resolution time series from edge devices. In Respawn, sensors send data to nearby

edge nodes which store the data and compute aggregates at different time resolutions. Lower

resolution aggregated data are periodically sent to a cloud node, and a query dispatcher on

the cloud node decides on whether to send the query to the edge nodes or process it on the

cloud node based on the requested resolution. Similarly, EdgeDB [159] is a time-series database

for edge computing that proposes a multi-stream merging mechanism to aggregate correlated

streams together at runtime.

Other approaches aggregate data closer to the devices [138, 80] or reduce bandwidth using

lossy data transformations such as resampling [101]. Unlike Feather, these approaches do not

provide a flexible guarantee on data freshness. Moreover, they limit the complexity of queries

that can be executed, as they are limited to time series data and to queries that allow error

due to the aggregation.

Distributed Query Engines

Distributed query engines such as Apache Spark SQL: [17], Apache Impala [28] or Facebook’s

Presto [135] process queries on top of heterogeneous data stores such as Hive [144], PostgreSQL,

Hadoop, MySQL and Apache Kafka [83] among others. Presto is an open source distributed

SQL query engine that receives SQL queries and enables analytic querying against data in

different sources of varying size. Similarly, Spark SQL provides support querying for structured

and semi-structured data. However such systems are not designed for geo-distributed and

edge computing settings: they assume data is co-located or is distributed over a flat topology

comprised of few cloud datacenters. In addition they do not enable querying based on freshness
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requirements.

Stream Processing

In the stream processing paradigm continuous queries are described as directed acyclic graphs

(DAG) of operators, which are then instantiated across the datacenters in the network. Data is

processed and aggregated as it is flows from the edge towards the cloud. However, while well-

established in the cloud setting, existing frameworks [148, 33, 164] have not been designed for

geo-distributed settings where communication is unreliable, datacenter resources are limited,

and latency between datacenters limits performance and creates flow control issues [145, 51].

Recent research extends the stream process paradigm to the edge computing settings, as generic

stream processing frameworks or bespoke applications [145, 129, 48, 128, 166, 161, 168, 117].

Despite progress, stream processing is better suited for processing a small set of continuous,

recurrent global queries, rather than ad-hoc queries. This is because queries must be broken

down into operators in advance, and then deployed, coordinated, and executed on various

datacenters across the networks – all of which have costs. Additionally, stream processing

frameworks do not support create, read, update, and delete (CRUD) operations or local queries

at arbitrary nodes.

Wireless Sensor Networks

Many studies have discussed the idea of storing and querying data in a set of distributed

sensor node networks [62, 78, 90, 104, 160, 103]. In these studies, the network itself is the

database [62] and to extract information from the network, various methods [104, 103] are

proposed to aggregate and propagate data resulting from a query to a single base station.

TAG [103] and TinyDB [104] provide SQL-like APIs to express declarative queries over the

network and the system aggregates queries over values while considering communication and

storage requirements. Feather flexible freshness guarantee can be extended to this setting, since

wireless sensor networks can be organized in a communication tree.
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Freshness Threshold

Google Cloud Spanner [44] and Microsoft Cosmos DB [108] also allow users to specify bounded

staleness to boost performance as a feature for read queries. Spanner is not a suitable choice

for edge computing, however, since it is designed for a collection of resource-rich datacenters

connected by high quality links, and because it aims to provide strong consistency. When edges

are disconnected, for example, local writes cannot proceed. Moreover, when links between

nodes have high latency writes are prohibitively expensive since they involve writing to multiple

nodes. Spanner’s freshness guarantee mechanism is much simpler than Feather’s: it chooses a

single replica that satisfies the freshness threshold to execute the query on, relying on strong

consistency. It is therefore more equivalent to executing a query on the cloud in our setting. In

contrast, Feather allows local queries to proceed unhindered even when edges are not connected,

and for global queries it can combine results from multiple nodes, which allows fresher answers

than available on any single replica. Cosmos DB similarly executes global queries in a single

replica, and does not aggregate results from multiple datacenters. As with Spanner, it is

designed for resource-rich datacenters.

The trade-off between freshness, accuracy, and performance in continuous (streaming) queries

was investigated by Heintz et al. [70, 69]. They propose an online algorithm that determines

how much data aggregation should be performed at the edge versus the center, where windowed

grouped aggregation is used to minimize both staleness and bandwidth. Conversely, Feather is

designed for ad-hoc queries and supports a larger set of queries including grouping, aggregation,

and raw row retrieval.

Formal Consistency Properties

Golab et al. [59] propose the ∆-atomicity property for quantifying staleness, and describe

algorithms for formally verifying and quantifying it. Our freshness guarantee is similar to ∆-

atomicity, and Feather can be viewed as an implementation of it for tabular data in the edge

computing setting. Rahman et al. [125] propose the t-freshness property which considers when

operations begin rather than end, and use it to derive CAP-style impossibility results for the

trade-off of partitioning, latency, and freshness. They also describe GeoPCAP, a distributed
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key-value store with probabilistic guarantees. Unlike Feather, GeoPCAP assumes a flat struc-

ture where replicas contact each other directly, which may be infeasible in large hierarchical

edge networks with high latency links. Moreover, Feather is a tabular store that supports

querying multiple rows, and must therefore compose results from multiple data sources.
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This chapter introduces path computing, a generalization of edge computing into a multi-tier

cloud paradigm that supports processing and storage on a progression of datacenters deployed

over the geographic span of a network. Figure 3.1 illustrates how path computing extends

the traditional cloud architecture. At the top and bottom of the figure are the traditional

wide-area cloud datacenter and the end-user devices, respectively. Path computing enables

the deployment of a multi-level hierarchy of datacenters along the path that traffic follows

between these two end points. Path computing makes possible different classes of applications,

including workloads that aggregate data (such as IoT applications), or services that cache data

and process information at different layers. Path computing provides application developers

the flexibility to place their server functionality at the locale that best meets their requirements

in terms of cost, latency, resource availability and geographic coverage.

We also describe CloudPath, a new platform that implements the path computing paradigm

and supports the execution of third-party applications along a progression of datacenters posi-

tioned along the network path between the end device (e.g., smartphone, IoT appliance) and

the traditional wide-area cloud datacenter. CloudPath minimizes the complexity of developing

and deploying path computing applications by preserving the familiar RESTful development

model that has made cloud applications so successful. CloudPath is based on the key obser-

vation that RESTful stateless functionality decomposition is made possible by the existence of

a common storage layer. CloudPath simplifies the development and deployment of path com-

puting applications by extending the common storage abstraction to a hierarchy of datacenters

deployed over the geographical span of the network.

CloudPath applications consist of a collection of short-lived and stateless functions that can

be rapidly instantiated on-demand on any datacenter that runs the CloudPath framework. De-

velopers determine where their code will run by tagging their application’s functions with labels

that reflect the topology of the network (e.g. edge, core, cloud) or performance requirements,

such as latency bounds (e.g. place handler within 10ms of mobile users). CloudPath provides

a distributed eventually consistent storage service that functions use to read and store state

through well-defined interfaces. CloudPath’s storage service automatically replicates applica-

tion state on-demand across the multiple datacenter tiers to optimize access latency and reduce

bandwidth consumption.
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We evaluated the performance of CloudPath on an emulated multi-tier deployment. Our

results show that CloudPath can deploy applications in less than 4.1 seconds, has routing

overhead below 1ms, and has negligible read and write overhead for locally replicated data.

Moreover, our test applications experienced reductions in response time of up to 10X when

running on CloudPath compared to alternative implementations running on a wide-area cloud

datacenter.

The rest of this chapter is organized as follows. Section 3.1 introduces path computing. Sec-

tion 3.2 introduces CloudPath, a new platform that implements the path computing paradigm.

Section 3.3 describes the design and implementation of our CloudPath prototype. Sections 3.4

and 3.5 present our experimental setup and the results from our evaluation. Finally, Section 3.6

concludes the chapter and discusses future work.

3.1 Path Computing

Edge computing expands the traditional flat cloud architecture into a two-tier topology that

enables computation and storage at a locale close to the end user or client device. We introduce

path computing, a generalization of this design into a multi-tier cloud architecture that supports

processing and storage on a progression of datacenters deployed over the geographic span of a

network.

Figure 3.1 illustrates how path computing extends the traditional cloud architecture. At the

top and bottom of the figure are the traditional wide-area cloud datacenter and the end-user

devices, respectively. The figure also shows the path that traffic between these two end points

follows over a collection of intermediate network links and routers. Path computing enables

the deployment of a multi-level hierarchy of datacenters along this path, with the traditional

wide-area datacenters at the root of the hierarchy.

We refer to a datacenter that is part of the hierarchy as a node. Nodes along the hierarchy

can differ vastly in the amount of resources at their disposal, with storage and execution capacity

expected to decrease as we descend levels in the hierarchy and move closer to the end-user

device. Wide-area nodes are assumed to have access to virtually limitless computation and

storage; in contrast, nodes close to the edge of the network may have just a handful of servers
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Figure 3.1: Path Computing Architecture: Path computing provides storage and compu-
tation along a succession of datacenters of increasing sizes, positioned between the client device
and the traditional wide-area cloud datacenter.

at their disposal. The number of nodes at any given level of the hierarchy is expected to grow

dramatically as we get further away from the root. For example, a path computing deployment

may consist of a handful of wide-area nodes, tens of nodes running at the network-core of

various mobile carriers, hundred of nodes running on region-level aggregation switches, and

tens of thousands of nodes running on the edge of the network.

Path computing can be materialized in a variety of different topologies and networking

technologies. For example, a simple two-tier topology that is the focus of most edge computing

research, could consist of a layer of nodes running on or close to WiFi access points and a cloud

layer. This simple topology could be expanded to include additional tiers inside the Internet

Service Provider’s network at convenient aggregation points, at the city and regional levels.

Similarly, the architecture could be incorporated into mobile cellular networks. LTE networks

by default encapsulate packets and send them to the network’s core for processing; however, a

growing number of product offerings, such as Nokia RACS gateway [75] and Huawei’s Service

Anchor [5], have the potential to enable in-network processing by selectively diverting packets

for processing. Looking ahead, 5G, which is currently in the process of being standardized,

opens the possibility for packet processing at the edge. CloudPath nodes could be incorporated
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on the base station (EnodeB) or the Centralized Radio Access Network (C-RAN) 1, as well as

at aggregation switches along the path to the network core and at the core itself.

3.1.1 Opportunities and Challenges

Path computing creates new opportunities for application developers. Today, mobile and IoT

applications are typically developed based on the client-server model, which requires developers

to partition application logic and state between a client running on the end-user device and

a server located on the wide-area cloud. In contrast, path computing provides developers the

opportunity to run their server-side functionality on a number of different locations making

possible different classes of applications, including workloads that aggregate data (such as IoT

applications), or services that cache data and process information at different layers. Path

computing provides applications developers the flexibility to control the placement of their

application components or tasks at the locations that best meet their requirements in terms of

cost, latency, resource availability and geographic coverage.

It is generally accepted that the cost of computation and storage is inversely proportional

to datacenter size [16]; therefore, it is reasonable to assume that the unit cost of deploying and

managing computation and storage increases as we get closer to the edge and nodes become

smaller and more numerous. Conversely, the network cost of serving a request goes down as

we move closer to the edge and fewer links need to be traversed. To a first approximation, the

cost of running a compute intensive task can be optimized by placing it on the datacenter node

that is farthest away from the edge, but still meets the latency and hardware requirements of

the task. On the other hand, the cost of a network intensive task can be optimized by running

it on the datacenter node that is closest to the edge, while still meeting the task’s hardware

requirements (i.e., availability of a particular accelerator).

Optimal task placement may also depend on other factors such as the geographic coverage

provided by a datacenter node, the size of the population it serves, and user mobility patterns.

For example, the effectiveness of data reduction tasks, such as computing an average over

streams of sensor data produced by a farm of IoT devices, is a complex product of the number

1C-RAN is a proposed architecture for future cellular networks that connects a large number of distributed
low cost remote radio heads (RRH) to a centralized pool of baseband units (BBU) over optical fiber links [119].
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of available incoming streams, the aggregation factor, and the cost of the computation and

network bandwidth. On one hand, the network benefits of aggregation decrease as we get

father away from the edge. On the other, the geographic coverage area served by a datacenter

node grows as we get away from the edge creating more opportunities for data aggregation

(i.e., there are more streams). Similarly, task placement affects how an application component

experiences user mobility. For example, an application component running on a city-level node

will experience a much lower level of user handover than one deployed on a node closer to the

edge, such as WiFi access point.

Unfortunately, taking advantage of the added flexibility introduced by path computing is

not easy. It requires developers to partition their server-side functionality, and manage the

placement of code and data based on complex calculations that trade off proximity to the user

with resource availability and cost. In addition, the limited capacity of the datacenters on the

lower levels of the hierarchy puts a hard bound on the number of applications and datasets that

can be hosted simultaneously requiring application code and data to be dynamically provisioned.

Section 3.2 introduces CloudPath, a new platform designed to address these challenges.

3.1.2 Practical Considerations

Path computing datacenters need to be in or near the network of different ISPs or mobile

network providers, so it is likely that they will be owned by the different network providers.

In contrast, application developers are used to a deployment model where their application

is globally available independently of the carrier used by an individual user 2. Rather than

having individual application developers negotiate service agreements with a myriad of network

providers, it is likely that cloud providers (existing or new) will offer a one-stop shop that lets

application developers run their code across datacenters managed by different carriers. This

model follows the approach taken by content delivery network companies, such as Akamai,

which let applications owners serve their content to users across different ISPs.

2Some carriers deploy applications that are only available to their customers on their own network, but this
is a much less attractive deployment model for third-party applications.
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face_detection_and_recognition_service {

login(credential)->token : any

detect_faces(image)->coordinates[] : 10 ms

recognize_face(image)->label : 50 ms

}

Figure 3.2: Server API with application entry points labeled with latency requirements.

3.2 CloudPath

CloudPath is a platform that implements the path computing paradigm, and supports the

development and deployment of applications that run on a set of datacenters embedded over

the geographical span of the network. CloudPath assumes a subscription model similar to that

of existing wide-area network cloud platforms where anyone with an account on the system can

deploy and run applications. In this scenario, the available applications and their data vastly

outnumber the resources available at the smaller datacenters, which only have enough resources

to run a limited number of applications at any time and can store only a fraction of the data.

As a result, CloudPath deploys applications and replicates data on-demand.

CloudPath minimizes the complexity for developing path computing applications by pre-

serving, as much as possible, the familiar development model that has made traditional cloud

applications so successful. CloudPath builds on the observation that it is accepted practice

for cloud applications to implement server-side functionality as services that are exposed to

the client over an API consisting of stateless entry points, or functions, that are exposed as

unique URIs. For example, Figure 3.2 shows a simplified server-side API for an application

that performs face detection and recognition. The API includes three entry points that let the

client device login and authenticate, upload an image on which to perform face detection, and

upload an image of a face for recognition. The stateless nature of the entry points improves

application modularity, makes it possible to dynamically scale each function independently, and

increases fault tolerance.

Our key observation is that this functionality decomposition is made possible by the ex-

istence of a common storage layer. CloudPath simplifies the development and deployment of

path computing applications by enforcing a clear separation between computation and state,
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and expanding the common storage abstraction to a hierarchy of datacenters deployed over the

geographical span of the network.

CloudPath applications consist of a collection of short-lived and stateless functions that

leverage a distributed storage service that provides transparent access to application data.

CloudPath functions are implemented using high level languages, such as Java or Python. Since

CloudPath functions are small and stateless, they can be rapidly instantiated on-demand on

any datacenter that runs the CloudPath framework. CloudPath provides a distributed eventual

consistent storage service that functions can use to read and store state through well-defined

interfaces. CloudPath automatically migrates application state across the multiple datacenter

tiers to optimize access latency and reduce bandwidth consumption.

Developers determine where their code will run by tagging their application’s entry points

(i.e., functions) with labels that reflect the topology of the network (e.g. edge, core, cloud) or

performance requirements, such as latency bounds (e.g. place handler within 10ms of mobile

users). For example, Figure 3.2 shows annotations that indicate that the authentication can

run on any datacenter, whereas face detection and recognition need to run in a datacenter that

can be reached within 10ms and 50ms of the mobile client, respectively.

CloudPath does not migrate a running function between datacenters. Instead, CloudPath

supports code mobility by terminating an existing instance (optionally waiting for the current

request to finish) and starting a new instance at the desired location. Similarly, for mobile

users, network hand-off between cells may result in a change in the network path with traffic

flowing through a different set of CloudPath datacenters. CloudPath does not migrate network

connections between datacenters. Instead, it terminates existing connections and leaves it to

the application to establish a new connection with the new datacenter. While this approach

requires application modifications, CloudPath provides a client library that automates the re-

connection process.

The next section describes the design and implementation of CloudPath in detail.
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Figure 3.3: CloudPath Node Architecture. The dotted modules only belong to the cloud node.
The dashed lines indicate the control path and the green line shows the data path

3.3 Design and Implementation

CloudPath organizes datacenters into a simple tree topology overlaid over a collection of un-

derlying mobile networks and the public Internet. We refer to a datacenter that is part of the

CloudPath deployment as a node. The CloudPath tree can have arbitrary depth, and does not

have to be balanced; different branches of a CloudPath network can have different height. New

nodes can be attached to any layer of the existing tree.

While simple, this structure can accommodate different classes of applications, including

workloads that aggregate data (such as IoT applications), or content delivery applications that

cache data at different layers. This simple topology is a natural fit to the way mobile networks

are currently organized in the physical substrate, and it also simplifies routing and configuration,

as a node only needs to know its parent to join the network. However, other topologies may

improve fault tolerance, are more robust to failures and allow for optimizations (e.g., direct

data transfer between siblings, or load-balancing between siblings). We leave the exploration

of alternative designs for future work.

CloudPath nodes are expected to differ widely in the amount of resources at their disposal,

with storage and execution capacity expected to decrease as we descend levels in the hierarchy

and move closer to the end-user device. Irrespective of size, each CloudPath node is comprised

of the following modules:

• PathExecute: Implements a serverless cloud container framework that supports the

execution of lightweight stateless application functions.

• PathStore: Provides a distributed eventual consistent storage system that manages
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application data across CloudPath nodes transparently. PathStore is also used internally

by PathDeploy and PathRoute to fetch application code and routing information.

• PathRoute: This module routes requests to the appropriate CloudPath node. The

user’s location in the network, application preferences, and system state (e.g., application

availability, load) are considered when making routing decisions.

• PathDeploy: Dynamically deploys and removes applications from CloudPath nodes,

according to application preferences and system policies.

• PathMonitor: Provides live monitoring and historical analytics on deployed applica-

tions and the CloudPath nodes they are running on. Aggregates metrics from other

CloudPath modules in each node, collects them using PathStore, and presents the results

in a simplistic web interface.

In addition to the modules above, the root node located in the wide-area cloud also contains

a module called PathInit. Developers upload their application to CloudPath through this

module.

public class ClockService extends Action {

public String getTimeZone() {

Select s = QueryBuilder

.select().all().from("clock");

s.where(QueryBuilder

.eq("userId", CurrentUserID));

ResultSet results = pathstore.execute(s);

Row row = rowList.results.one();

int tzOffSet = row.getInt("tzOffset");

return "<p>The zone is:" + tzOffSet + "</p>";

}

public String getPrefs() {

......

......

}

}

(a) Function definition

<CloudPath_app>

<mapping>

<uri_pattern>/timeZone</uri_pattern>

<function>ClockService.getTimeZone</function>

<loc_pref>edge</loc_pref>

</mapping>

<mapping>

<uri_pattern>/prefs</uri_pattern>

<function>ClockService.getPrefs</function>

<loc_pref>core</loc_pref>

</mapping>

<sub-domain>clockapp</sub-domain>

</CloudPath_app>

(b) Function registration

Figure 3.4: CloudPath application example. The application consists of two func-
tions: getTimeZone() and getPrefs(). These functions are registered as CloudPath en-
try points(/timeZone and /prefs) by mapping the function to a URI using the web.xml

file shown in part (b). The location where each function needs to run is also specified
in this file. The full URI will include the application name and cloudpath.com, e.g.,
clockapp.cloudpath.com/prefs.
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3.3.1 PathExecute

PathExecute implements a serverless cloud container framework that supports the execution

of lightweight stateless application functions in each CloudPath node. Function as a Service

(FaaS), also known as Serverless Computing, is a cloud computing approach in which the cloud

provider fully manages the infrastructure used to serve requests, including the underlying virtual

machines or containers, the host operating system, and the application run-time. Despite the

Serverless moniker, FaaS applications do require a server to run. Serverless reflects the fact

that the application owner does not need to provision servers or virtual machines for their code

to run on. FaaS applications are composed of a collection of light-weight stateless functions

that run on ephemeral isolated environments. We argue that the small size and stateless nature

of FaaS functions make them ideal candidates for our multi-tier path computing deployment.

One of the main benefits of using the serverless architecture for edge computing is that it has

a small footprint as functions rather than the full applications are executed. In addition, it

has provides us with the flexibility of breaking down applications into functions and deploying

them on various datacenters.

Our current prototype requires functions to be implemented as Java Servlets and requests for

these servlets arrive using HTTP. For each application running on a node, we spawn a separate

Docker [107] Ubuntu container running Jetty web server [10]. Functions of the same application

can share the same container, and the same container is reused across multiple requests; how-

ever, a container may be terminated by the framework without notice and developers should

not make any assumption about the local availability of state generated by previous function

invocations. Our applications can scale horizontally in a datacenter by adding a load balancer

for the application.

We implement PathExecute based on Nomad [9], a cluster manager and task scheduler that

provides us with a common workflow to deploy applications across each of our CloudPath nodes.

Nomad interacts with Consul [8], a highly available service registry and monitoring system inside

each node to spawn containers and run applications inside of them. Information about running

applications required for running Nomad is stored in Consul and other CloudPath modules use

the information stored in Consul for deployment, monitoring and routing.
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While we anticipate that most CloudPath applications will be written from scratch to take

advantage of the unique execution environment afforded by the platform, PathExecute lets

application developers leverage existing code and libraries by including them in their deployment

package as statically linked binaries. In addition, PathExecute containers can be configured by

the CloudPath administrator to include popular binary libraries, such as OpenCV [79].

Cloudpath uses URIs (Uniform Resource Identifier) to identify individual functions. These

URIs consist of the application’s name concatenated with the suffix cloudpath.com followed

by the name of the function. Developers determine how URIs are mapped to functions using

a deployment descriptor file that should be included in the application package. In addition,

developers also specify their preferences for where functions should be deployed in CloudPath

hierarchy using the deployment descriptor file. In our current implementation, the standard

Java deployment descriptor for web applications (the web.xml file) is used to describe how and

where the application and its functions should be deployed. Figure 3.4 illustrates how two URIs

are mapped to functions and their preferred location to run (edge for /timeZone, and core for

/prefs).

3.3.2 PathStore

PathStore provides a hierarchical eventual consistent database that makes it possible for Cloud-

Path functions running in PathExecute containers to remain stateless by automatically repli-

cating application state close to the CloudPath node where the function executes.

PathStore’s target environment poses three interesting challenges. First, most nodes can

only store a small fraction of the data stored on the wide area cloud nodes that are at the

root of the hierarchy. Nevertheless, most reads and writes executed by a CloudPath function

should be executed locally; running code close to the edge of the network has little benefit if

most data accesses have to go to the cloud. Second, the large number of nodes in the system

requires keeping to a minimum the amount of meta-data regarding the current location of data

replicas. Third, the geographic distribution of nodes, and the high network latency typical of

many paths between nodes requires minimizing coordination and the ability to operate (albeit

at diminished capacity) even in case of temporary network or node failure.

To address these challenges, we structured PathStore as a hierarchy of independent object
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stores. The database of the PathStore node at the root of the hierarchy is assumed to be

persistent, while all other levels act as caches. To simplify the implementation, PathStore

requires the data replicated by a node to be a superset of the data replicated by its children.

To provide low-latency, all read and write operations are performed against the local database

node to which an application server is attached. PathStore supports concurrent object reads

and writes on all nodes of the database hierarchy; updates are propagated through the node

hierarchy in the background, providing eventual consistency.

Figure 3.5 shows a sample three layer PathStore deployment. PathStore consists of three

main components: a native object store, the PathStore server , and the PathStore driver . The

native object store provides persistent storage for objects that are temporarily (or permanently

in the case of the root) replicated at a node. In our prototype we use Cassandra [85], but

the design can be adapted to other storage engines (see 3.3.2). As the figure illustrates, the

size of the local Cassandra cluster can differ between nodes. The PathStore server copies

data between its local Cassandra instance and the Cassandra instance of its parent node.

Finally, the PathStore driver provides an API that third-party applications running inside

PathExecute containers can use to query the local PathStore node. Our prototype is based on

CQL, Cassandra’s SQL dialect, which organizes data into tables, and provides atomic read and

write operations at row granularity. CQL lets users read and write table rows using the familiar

SQL operation SELECT, INSERT, UPDATE, and DELETE; however, CQL operations are limited to

a single table – there is no support for joins.

On-Demand Replication

PathStore replicates data at row granularity on demand in response to application queries.

Applications issue queries using the PathStore driver which executes them against the local

PathStore node; however, before a CQL query is locally performed, PathStore server replicates

from the parent node all objects that match the query as determined by the conditions in the

where clauses of the CQL statement. To prevent a node from fetching data on each query from

its parent, the PathStore server keeps a query cache consisting of all recently executed CQL

queries. Subsequent CQL queries that match an existing entry in the cache are directly executed

on the local node. Queries in the query cache are periodically executed in the background by a
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Figure 3.5: PathStore Architecture
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pull daemon to synchronize the local node’s content with that of its parent (i.e., fetch new and

updated records from the parent node). To reduce unnecessary processing, PathStore keeps

track of the coverage of cache entries and the pull daemon bypasses queries that are otherwise

subsumed by other queries that have a wider scope. For example the query SELECT * FROM

marbles subsumes the query SELECT * FROM marbles WHERE color = red.

Figure 3.5 illustrates this process for a simple table that keeps track of marbles of different

colors. In the example, an application running at the edge node issues a query for the purple

marble (SELECT * FROM marbles WHERE color=’purple’). Assuming that this query does

not match an existing entry in the edge node’s query cache, the query is propagated to the

core node’s PathStore server, which in turn propagates it to the cloud node’s PathStore server.

Since the cloud node is the root of the hierarchy, it is assumed to contain all the data and

the query does not propagate any further. The core node then executes the query against the

Cassandra cluster of its parent node, stores the matching row(s) in its local Cassandra cluster,

and stores the query in its query cache. This process is repeated by the PathStore server

running on the edge node. Finally, the PathStore driver executes the query against the edge’s

Cassandra instance. As an optimization, the PathStore driver also keeps a query cache with

recently executed queries. Since the driver’s cache is guaranteed to be a subset of the server’s

cache, queries that match the driver’s can run directly against the local Cassandra instance

bypassing the need to first contact the PathStore server.

The obvious disadvantage of fetching data purely on demand in response to application

queries is the significant latency associated with fetching data across multiple levels of the

hierarchy. It is easy to imagine alternative approaches that pre-fetch data in anticipation of its

use. PathStore could leverage its fine grain knowledge about the data used by applications in

the past to predict future usage. For example, it may be possible for PathStore to identify data

that is requested for each user served by an application. When a new user connects to a node,

PathStore could eagerly fetch the data associated with the new user in anticipation of its use.

We leave the exploration of prefetching alternatives for future work.
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Update Propagation

PathStore applies all modifications locally, and a push daemon periodically propagates local

updates to higher levels of the hierarchy. PathStore keeps track of modifications using a write

log. In Cassandra, every table has a partition key that determines the host(s) in the Cassandra

cluster where a given row will be stored. In addition a Cassandra table can have one of more

clustering keys. Rows with the same partition key, but different clustering keys are stored

together on the same Cassandra host, in a local order determined by the clustering keys.

PathStore implements a write log for each row of a table by adding a version column as the

last element of the table’s clustering key. The version, is a UUID timestamp that records

the time the row was inserted, and the ID of the PathStore node where the modification was

originally recorded. PathStore assumes that nodes are tightly synchronized using some accurate

mechanism, such as GPS atomic clocks. As modifications get propagated through the hierarchy

(up by the push daemon and down by the pull daemon), PathStore uses the version timestamp

to determine order between modifications. In the current prototype the modification with the

most recent timestamp wins.

PathStore’s write log is not visible to applications, and therefore developers do not have

to modify their application queries. Instead, the PathStore Driver automatically collects the

multiple versions of a row that match an application’s query and returns the most recent data.

For example, Figure 3.6 shows a table that keeps track of personalized movie ratings. Columns

user and movie are the original partition and clustering keys, respectively. Column version

is added by PathStore to implement the write log. The table show that user John initially

assigned a rating of 8 to the movie Toy Story, but later updated this rating to 10. Running

the query SELECT * FROM movies WHERE user = ’John’ produces the tuples [’John’, ’Toy

Story’, d33d7fe0-195f-5d569c585662, 10] and [’John’,’Cars’, 825968c0-195d-5d569c585662, 8];

however, the PathStore driver returns only the most recent version of each row and hides any

PathStore meta columns, i.e., [’John’, ’Toy Story’, 10]. Finally, to prevent the log from growing

unbounded, PathStore runs a daemon at the root of the hierarchy that periodically trims the

log.
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user movie version rating

John Toy Story d33d7fe0-195f-5d569c585662 10
John Toy Story 825968c0-195d-5d569c585662 8
John Cars 7adf7210-1958-59e16851d966 9
Susan Finding Nemo 6833c850-1958-59e16851d966 8

Figure 3.6: Sample PathStore table.

Data Eviction

Cold query cache entries are deprecated periodically preventing the pull daemon from fetching

unnecessary data. Similarly, locally replicated rows that do not match any query in the query

cache are periodically deleted. In case of resource contention, our prototype uses a simple LRU

policy to free space. Exploring other approaches is the subject of future work.

Local Table

PathStore also provides local tables for temporary storage. Updates to local tables are not

propagated to other nodes. In Section 3.4.1 we describe an application that uses local tables

to aggregate sensor data at the edge of the network.

Consistency Model

At the individual node level, PathStore preserves the storage semantics of its underlying native

object store. Our current prototype, which is based on Cassandra provides local durability, row-

level isolation and atomicity, and strong consistency based on Cassandra’s quorum mechanism.

Across nodes, however, PathStore propagates updates at row granularity following an eventual

consistency model. The PathStore driver guarantees that code executing on a specific PathStore

node will see monotonically increasing versions of a row (i.e., the driver returns only the most

recent version of the row in the write log), and that given enough time without new modifications

all replicas of a row on all PathStore nodes will converge to the same most recent value.

Whereas PathStore does not enforce system-wide strong consistency, an application can

nevertheless achieve stronger consistency for requests emanating from a subset of the CloudPath

hierarchy by instructing the platform to execute its sensitive functions at a common ancestor

node. For example, a function running at city-level nodes will provide a consistent view of the
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data for all users in any given city, irrespective of the edge node they each use to connect to the

network; users in different cities, however, may see inconsistent data while updates propagate

through the hierarchy. An application can enforce global consistency by limiting its functions

to run at the root of the hierarchy. The stronger consistency, of course, comes at the cost of

increased network latency and obviates the benefits of path computing. In the future, we plan

to explore other consistency models that will enable applications to control how updates are

applied across the storage hierarchy.

Fault Tolerance

PathStore can continue to serve read queries for data that is locally replicated even in the

event of network partition; however, queries that are not already in the query cache (of the

current node and its reachable ancestors) will fail if an ancestor becomes unreachable. On the

other hand, write queries should be able to execute as long as the local Cassandra instance

is reachable. A write returns when it is persisted in the local Cassandra instance, and it is

guaranteed to remain stored in the local instance until it is propagated to the parent node. A

row is marked dirty when it is inserted into the local Cassandra instance. PathStore only marks

the row as clear when the parent acknowledges reception and storage of the write. If there is a

failure, PathStore retries propagating the write. If a PathStore node experiences a temporary

failure, upon recovery it will retry propagating all writes locally marked as dirty. Data is only

permanently lost if a PathStore node experiences a permanent failure before a dirty update is

successfully propagated to the parent. We anticipate that permanent PathSore node failure will

be a very rare occurrence as PathStore relies on replication in Cassandra to handle individual

machine failures.

Other Storage Engines

Whereas the current PathStore implementation leverage Cassandra other similar object stores

could be adopted as long as they provide (at the local node level) persistent object storage,

row-level isolation, and atomic timestamps.
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3.3.3 PathRoute

PathRoute is responsible for routing CloudPath requests to running functions using the URI

included in the request. In our current implementation, which uses HTTP to transfer requests

to functions, CloudPath applications get an unique sub-domain within the cloudpath.com

name-space after registration. CloudPath requests should consist of the application sub-domain

concatenated with cloudpath.com followed by the function name in the web-address such as in:

app name.cloudpath.com/function name. In the clock application example of Figure 3.4, re-

quests to the getTimeZone() function should be made to the clockapp.cloudpath.com/timeZone

web-address.

To divert CloudPath traffic from other traffic flowing in the network, we use a DNS A record

entry for cloudpath.com to map all CloudPath sub-domains to a single IP address. Hence,

all CloudPath application requests across the entire network will have the same destination IP

address which is the IP address of the PathRoute module on every edge node. The network

operator is required to route all packets destined for this IP address to the edge CloudPath

node connected to the user. The major benefit here is that by using only one static route on

the edge routers, CloudPath traffic can be diverted to the PathRoute module.

We implemented PathRoute using a NGINX [126] proxy. For each new HTTP request

received by our NGINX, a look-up is made on a local in-memory state cache using a small

script to determine whether a deployment request for that application on the node has been

previously made or not. If not, the application identifier is extracted from the request and

sent to the PathDeploy module where a decision for application deployment is made. When

PathDeploy decides to deploy the application on the node and PathExecute completes the

application deployment, the proxy cache is updated. Future requests are then proxied to the

PathExecute container running the application (the function preferences should also match the

node’s location).

If PathDeploy decides against deploying the application on the node, subsequent requests

will be proxied to the next CloudPath node in the hierarchy (we assume each PathRoute proxy

has the address of the PathRoute module of its parent node). In CloudPath, requests can only

move upwards towards the root cloud node.
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Handover

When the user moves between edge nodes (e.g., handover), the IP address of the source client

and the destination which is the PathRoute module on the edge node node is still valid, but the

traffic will flow through a different set of routers and will therefore lead to the execution of the

function at a different CloudPath node. In case of a hard handover the existing TCP connections

would be terminated, and the client is forced to reconnect and restart their request. When a

soft hand over happens, the connection is restarted at the edge CloudPath node. Because of

the short-lived nature of the requests, restarting the connection would not lead to significant

overhead.

3.3.4 PathDeploy

PathDeploy is responsible for initiating the process of deploying an application and its functions

on a node. Application deployment decisions are triggered by PathRoute requests. The decision

on whether to deploy the application on a particular node depends on higher level system

policies, user preferences and the resource status on that node. One policy that we include in

our prototype is that functions specified by the user to run on a certain level of the CloudPath

hierarchy can also run on any higher level and all functions by default run on the cloud node. If

the application is to be deployed on the node, PathDeploy retrieves the application code from

PathStore, and sends the code to PathExecute. In parallel, a request is made to PathStore

module of the node to create the application data tables based on the schema.

Our PathDeploy prototype is a Java HTTP server. When new requests for an application

and function deployment arrive at PathDeploy, it retrieves the application and function infor-

mation, including user preferences from PathStore to decide if the application and function

should be running on the node or not. If the decision to deploy an application is positive,

PathDeploy deploys the application locally by fetching the application code from PathStore

and passing it to PathExecute along with the application meta-data. In parallel, it fetches the

application database schema from PathStore and creates the application data tables on the

node.

At present, when we deploy an application on a node, all its functions are deployed at once,
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but requests are only forwarded to a subset of functions that should be deployed on that node.

A fine grain deployment scheme will be implemented in future versions of CloudPath.

3.3.5 PathMonitor

PathMonitor is designed to provide insight into the lifecycle of a deployed application as well

as the status of the CloudPath nodes themselves. It consists of both a back-end module that

collects data from the various modules and third party applications of CloudPath, as well as a

front-end web application to present the collected data.

PathMonitor pulls statistics such as CPU and memory metrics for containers and hosts

from the PathExecute module. This data is pre-processed, aggregated, and stored on the

PathStore module in the node. In addition, the various CloudPath modules and third party

applications create logs depending on the application function; such as access, status, and error

logs. PathMonitor acts as a central point for collecting and storing logs that are created by

these other modules.

The front-end web interface lets us visualize the current and past state of the CloudPath

system through various graphs and infographics, such as; the topology of the system, including

the hierarchy of nodes; CPU and memory metrics for application containers; and the same

metrics for the hosts and nodes themselves.

3.3.6 PathInit

In the root cloud node, the PathInit module is responsible for receiving the applications from

the developers through a web interface, extracting application and function properties from the

web.xml file, and saving them along with the application’s code and database schema file on

PathStore.

PathInit also creates augmented tables from the submitted application database schema file,

and deploys the application on the root node. The augmented schema files and the information

about the application are used by PathDeploy to deploy the application on other nodes.
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Deployment
Location

PathDeploy
Processing

Nomad
Processing

Container
Spawning

Application
Initialization

Consul
Update

Database
Initialization

Total
Time

Cloud
463.9

(118.1)
131.6
(29.7)

1754.9
(28.3)

841.0
(22.8)

33.1
(13.6)

234.3
(22.1)

3531.2
(133.8)

Core
823.0

(140.1)
129.7
(32.8)

1772.1
(53.6)

887.0
(27.6)

36.6
(19.5)

622.5
(35.2)

3849.8
(154.5)

Edge
1005.2
(155.5)

133.6
(45.3)

1709.3
(45.4)

866.4
(18.9)

39.4
(20.2)

974.3
(55.4)

4084.3
(181.3)

Table 3.1: Breakdown of average time required to deploy an application in milliseconds on
different locations. Standard deviation in parenthesis.

Figure 3.7: Topology of our experimental setup network with average round trip times of the
links

3.4 Experimental Setup

Our experiments emulate a CloudPath deployment consisting of a cloud node, and two mobile

networks each with one core node and two edge nodes. Figure 3.7 depicts this topology. Each

CloudPath node is implemented in a separate computer. The only part of the experiment that

is emulated is the network between the clusters which is done by using Linux’s Traffic Control,

that enabled us to configure the Linux kernel packet scheduler. Network latencies are chosen

based on results from the paper by Hu et al. [75], and we use a normal distribution to describe

the variation in delay. The average round trip times of the links is included in Figure 3.7.
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3.4.1 Test-Cases

We created a series of microbenchmarks to measure deployment time, routing overhead, and

the latency and throughput of PathStore. We have also implemented a series of sample user

applications to show how our platform supports different categories of applications that can

benefit from the architecture:

Face detection: Computational resources on edge nodes can be suitable for offloading

resource-intense functions from the mobile end-user device. When offloaded to the edge, ap-

plications can benefit from an increase in execution speed and battery lifetime [23]. Our face

detection application is deployed as a Servlet and uses the image processing library OpenCV [79]

through its Java interface JavaCV to detect faces in an image. The input to this application is

an image sent in an HTTP request. The application finds faces in the image and saves them in

PathStore.

Localized face recognizer: Using PathStore, applications can push localized content to

edge nodes based on the geographic location of end-users. One example is face recognition clas-

sifiers which have been trained on a specific dataset, relevant to a given geographical location.

We use the AT&T face dataset [3] consisting of a total of 400 face images, of 40 people (10

samples per person) and divide it into 4 separate smaller datasets. We then train 5 different

classifiers using the FisherFaces algorithm in OpenCV on these smaller datasets. We store the

classifiers in PathStore and the face recognizer application running on each edge node retrieves

them.

IoTStat aggregator: Another important benefit of having multiple processing edge nodes

close to the user is their ability to filter and aggregate streams of data. As the number of IoT de-

vices using the Internet is likely to raise significantly in the future, processing and filtering data

on the edge will decrease the amount of traffic from these devices that need to go through the

Internet. We implemented a sample application that performs aggregation functions (average,

min, max) on data received from sensors on edge nodes. The first handler of this application

receives and parses HTTP/JSON requests containing the sensor data, and stores the extracted

information onto a local PathStore table. A second handler, that can be called periodically

using HTTP requests, then performs MIN, MAX and AVERAGE queries on the data stored
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Execution
Location

Direct
Connection

Direct
Connection
(no latency)

L7 Routing
L7 Routing
(no latency)

Edge 5.38 (0.38) 0.413 (0.2) 5.755 (0.411) 0.89 (0.22)

Core 20.33 (1.37) 0.465(0.32) 20.96 (1.64) 1.23 (0.77)

Cloud 130.46 (6.65) 0.443(0.38) 132.20 (7.45) 1.45(0.93)

Table 3.2: Average RTT for HTTP requests in milliseconds. Standard deviation in parenthesis

by the first function within specific time frames. This processed data is then saved in another

regular PathStore table, which is pushed to the core and cloud.

3.5 Results

We evaluate CloudPath and its applications from different aspects:

• The deployment time of applications on a specific node

• The minimum routing time for applications

• The performance of PathStore and its overhead

• Connection handover between edges

• Benefits for applications

3.5.1 Deployment Latency

We measure the performance of our system in terms of average deployment time of a sam-

ple Hello World application with one table. The process is initialized by an HTTP request

received by PathRoute, which triggers a container deployment request in PathDeploy as the

application is not already deployed on that node. Table 3.1 shows the amount of time required

by PathDeploy and PathExecute to retrieve and deploy an application on a particular node.

Each experiment was repeated 15 times. The initial time to retrieve application and function

information from the database and make a deployment decision is shown in the first column

(PathDeploy Processing). Then the next steps (Nomad Processing, Container Spawning and

Application Initialization) are done in PathExecute while the application database initialization
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from the stored schema file is done in parallel. As shown in this table, as we move from the

cloud towards the edge, the average database initialization time and the PathDeploy process-

ing time increases. We assumed the worst case scenario where the application data has to be

fetched all the way from the cloud. In practice, an edge deployment will likely get a hit on the

core tier. However the overall processing time is still between 3.5 seconds in the cloud to 4.08

seconds in the edge. If developers have larger applications with more complex databases, this

time is likely to increase because more data should be retrieved from PathStore.

A non-FaaS approach requires the full VM or container to be downloaded on the edge node

each time it is required. To compare that approach with ours, we measured the overhead time

required to download a minimal container with only Java installed from a cloud repository,

which on average was 13.2 seconds. In CloudPath, this time is saved during each deployment

because all clusters are pre-loaded with the executing container.

Routing Overhead

To calculate the overhead that our systems adds to each packet, we measure the average response

time of requests using an HTTP benchmarking tool called wrk [58]. We compare the latency of a

baseline approach where no proxies exist between the user and the container (direct connection)

to our method, where we use layer 7 routing using PathRoute. In our experiment, after creating

a single TCP connection with the proxy, a new request is sent when an acknowledgment for the

previous request is received. This is repeated for 10 seconds for 16 concurrent connections. The

average round trip times (RTT) and standard deviation is presented in Table 3.2. Furthermore,

we compare our L7 routing with the baseline approach, when there isn’t any emulated latency

in the network. As shown in this Table, our routing method only introduces a slight increase in

latency compared to the baseline approach where packets are routed on layer 3. This is specially

evident when no emulated latency exists in the network and shows the overhead introduced by

our PathRoute proxies is about 0.9ms for the first layer and about 0.3ms for each additional

layer.
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100 Entries 1000 Entries 10000 Entries

Deployment
Location

PathStore
First
query

PathStore
Consequent

queries

Native
Cassandra

driver

PathStore
First query

PathStore
Consequent

queries

Native
Cassandra

driver

PathStore
First
query

PathStore
Consequent

queries

Native
Cassandra

driver

Edge
529.1
(9.7)

4.7
(0.4)

506.4
(7.4)

1664.2
(177.1)

29.5
(9.3)

1035.5
(181.9)

8857.5
(123.9)

113.0
(8.4)

2640
(195.0)

Core
510.4
(13.8)

4.4
(0.1)

398.9
(15.9)

1121.8
(47.3)

24.8
(0.7)

869.0
(34.3)

5244.8
(282.1)

111.1
(2.1)

2268.7
(147.4)

Cloud
6.3

(0.6)
4.9

(0.2)
6.1

(0.1)
29.7
(0.9)

26.9
(1.6)

27.1
(1.78)

137.5
(6.7)

112.8
(6.4)

124.9
(3.1)

Table 3.3: Time required for querying full tables in milliseconds (standard deviation in paren-
thesis).

PathStore Performance

We next measure the performance of PathStore using micro benchmarks. We present the time

required to execute different types SELECT and INSERT queries both when data is located locally

or is available on a parent node.

Local Read Latency

We compare the time to execute SELECT queries on a local node using PathStore versus using

the native Cassandra driver. In Figure 3.8, we depict the Cumulative Distribution Function

(CDF) of the time it takes to execute these queries. The blue line shows the performance of

the native Cassandra driver while the green line shows the performance of the PathStore driver

when we execute 1000 SELECT queries with WHERE clauses that match individual rows and result

in a miss in the local client query cache. Each row of our table contains 1KB of data. The

red line shows the performance of the PathStore driver with the difference that before 1000

individual SELECT queries, a single SELECT query without any clauses on the same table is

made so that data would be cached locally. This results in hits on the client query cache. As

shown in Figure 3.8, the PathStore driver is on average 1.6ms slower than the native Cassandra

driver when it misses the client query cache. However the performance of our driver is close to

the baseline if we have hits in the query cache.

Local Write Latency

We also measured the time required for executing local INSERT queries and there were no

noticeable difference in terms of performance between the PathStore driver and the Cassandra
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Figure 3.8: CDF chart for 1000 select queries on a local node.

driver. For INSERT queries, our PathStore driver does not add extra overhead to the native

Cassandra driver.

Remote Read Latency

We next analyze the time required to retrieve data to the edge and core from the cloud node

using SELECT queries that match individual rows. These queries are executed from the core

and edge nodes where there is a miss in the client and server query cache of the PathStore

unit . We measure the retrieval time for 1000 queries and present the CDF in Figure 3.9. The

green and red figure show PathStore’s execution time from the core and the edge. The blue

and orange lines show the execution time for the native Cassandra driver from the core and

the edge. We can see that in Figure 3.9, PathStore (red and green lines) is nearly twice as

slow as the Cassandra driver (blue and orange lines) in retrieving the data. This is because

PathStore first checks to see whether data is present on the parent node or not. Then when it

gets the response back, it fetches the data from the remote node. This adds one RTT time to

each query.

We next measure the time required to fetch different number of entries (a whole table) from

edge, core and cloud nodes when the data is only initially located on the cloud node. Again each

row or entry is 1KB. We do a SELECT query with no clauses to fetch the whole table at different

nodes with PathStore and the native Cassandra driver. The experiment is repeated 20 times

and the results are presented in Table 3.3. As shown in the table, PathStore’s first query takes
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Figure 3.9: CDF chart for individual select queries on a remote node.

more time than the native Cassandra driver to retrieve the data, but for consequent queries, as

the data is already fetched, we will have a hit on the local client cache and the queries would

take the same time as a local SELECT. Furthermore consequent queries that are a subset of the

first query will also be fetched locally.

Update Propagation Latency

We also measure the propagation latency of a single INSERT query. In this scenario we execute

a single INSERT query at different nodes of the hierarchy and measure the time that the single

row update takes to propagate to all other nodes that have previously issued a SELECT query.

Figure 3.10 illustrates the results of this experiment . The links shown in this Figure are logical

links between nodes from Figure 3.7. Meaning a query travelling between Edge1 and Core2 has

to traverse nodes Core1, Cloud1. As shown in this Figure, moving down on the tree takes more

time than moving up. This is because pull operations require 2 RTT’s while push operations

only need half an RTT. INSERT and UPDATE operations on a node get pushed all the way to

the cloud, while nodes can express their interest in a certain query with a SELECT query. This

results in periodic data pulls from parent nodes when updated information on the parent about

the query exists.
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Figure 3.10: Propagation time (in milliseconds) of an INSERT query between nodes (standard
deviation in parenthesis). Links are logical links between nodes from Figure 3.7.

Data Overhead

Finally we measure the total overhead of each table in PathStore. We add 5 columns to each

of our PathStore tables and in total, 38 bytes is added to each entry.

Handover Latency

We examined the effects of a soft handover in case of mobile movement between two edge

nodes A to B. When a soft handover happens, then TCP packets will continue to be sent

from the user device (as explained before, all PathRoute modules on every edge, have the same

IP address) however the data arriving at the PathRoute module of edge will not accept such

packets because no such TCP connection exists, so it sends a TCP packet with the RST flag

set and the connection will be re-initiated by the user device. We emulate a soft handover in

our environment and measure the time required to re-initiate the connection. On average it

takes 16.56 milliseconds (4.03 standard deviation for 100 experiments) for the device to start

re-initiating the connection, and another 15.2 milliseconds to establish a new TCP connection.

3.5.2 Application Performance

In this section, we will show the benefits of running applications on CloudPath. These benefits

come in the form of greatly reduced response time or reductions in data and network traffic.
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Figure 3.11: CDF for response time of the Face Recognition application.

Face Detection

We measure the average response time of the face detection and face recognition programs

when they are deployed at different locations. For the face detection program, the average

response time for 100 different requests when the program is running on the edge, core and

cloud is: 13.6(2.1), 32.6(1.8), 141.9(6.4) milliseconds (standard deviation in parentheses). The

same image was used and the file size was 2KB. There is a substantial reduction in response

time when running on the edge (closer to the client) compared to running on the core and

cloud.

Face Recognition

The Face Recognizer program labels an input image (received through HTTP requests with

a file size of 11KB) based on a trained model. The results for processing 100 requests are

illustrated in Figure 3.11. Similar to the Face detection program, running on the edge lowers

the latency by 88 percent.

IoTStat Aggregator

For the IOTStat aggregator application, the average processing time of each query received at

the edge node is 1.6 ms for 3 different sensor values in the same request. This means that

an application running on the container (1 core) can handle up to 900 queries per second.

The processing time required for aggregating 1000 queries, is about 10ms. If there were no
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aggregation, then n sensors sending k requests per second will send n×k messages to the cloud

for processing. However if we assume a single layer of aggregation (p edge nodes), assuming

that aggregation results are required every second, then the total number of messages sent to

the cloud would only be: p. In our example we insert a row containing the aggregation results

of each edge node on to PathStore which would push this data to the cloud.

3.6 Chapter Summary

In this chapter, we presented path computing, a new paradigm that enables processing and

storage on a progression of datacenters interposed along the geographical span of the network.

Path computing gives applications developers the flexibility to place their serve functionality

at the locale that best meets their requirements in terms of cost, latency, resource availability

and geographic coverage.

We also described CloudPath, a new platform that implements the path computing paradigm.

CloudPath minimizes the complexity of developing path computing applications by preserving

the familiar RESTful development model. CloudPath applications consist of a collection of

short-lived and stateless functions that can be rapidly instantiated on-demand on any data-

center that runs the CloudPath framework. CloudPath makes this functional decomposition

possible by providing an eventual consistent storage service that automatically replicates ap-

plication state on-demand across the multiple datacenter tiers to optimize access latency and

reduce bandwidth consumption.

Our experimental evaluation showed that CloudPath can deploy applications in less than

4.1 seconds and has negligible read and write overhead for locally replicated data. Moreover,

our test applications achieve up to 10X reductions in response time when running on CloudPath

compared to an alternative implementation running on a wide-area cloud datacenter.
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Edge computing expands the traditional cloud architecture with additional datacenter layers

that provide computation and storage closer to the end user or device. For example, a wide-area

cloud datacenter which serves a large country can be augmented by a hierarchy of datacenters

that provide coverage at the city, neighborhood, and building levels.

Recent storage systems for the edge [116, 42, 124, 64] generally rely on eventually consistent

models [152, 11] to replicate data. These systems propagate updates in the background and

guarantee that if no new updates are made to an object, eventually all replicas will converge to

the same value. Eventual consistency works well for many applications where clients interact

with the same replica for the duration of their sessions. The reason is that as long as the client

interacts with the same replica, the storage system in effect provides session consistency [152],

a stronger consistency model that has additional important properties: read-your-writes, where

subsequent reads by a client that has updated an object will return the updated value or a

newer one; and, monotonic reads, where if a client has seen a particular value for an object,

subsequent reads will return the same value or a newer one. While session consistency does not

guarantee that different clients will perceive updates in the same order, it nevertheless presents

each individual client with an intuitive view of the world that is consistent with the client’s own

actions. Examples of applications that can benefit from session consistency on the edge include

authentication services, file storage applications and messaging applications. We describe more

usage scenarios for session consistency on the edge in Section 4.1.

Session consistency however, may not be guaranteed when consecutive client requests are

sent to different replicas. This may occur in edge applications when: (i) a mobile client switches

between edges [27, 120]; (ii) functionality is dynamically reallocated between edges [141]; or (iii)

an application’s functionality has been partitioned between different datacenters [26, 146, 167]

(e.g., running some functions on the edge and others on the cloud). If consecutive client

requests are sent to different replicas before data needed by the client request is replicated, the

application may not be able to read its own writes or have monotonic reads.

Figure 4.1 illustrates two such scenarios. In Figure 4.1a, client 1 writes object O on Edge1.

As a result of mobility, client 1 switches its association to a different Edge2 and observes the

old value of O on its subsequent read. In the second scenario illustrated in Figure 4.1b, client

2 issues a command that results in object O being overwritten on Edge1. Client 1 then reads
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Figure 4.1: In (a) the client writes and Edge1 but its consequent read on Edge2 return an
old value. In (2) client 1 reads a value but when it makes the read on Edge2, an old value is
returned

this value and moves to Edge2. If client 1 issues another request that reads object O on Edge2,

an old value will be returned. While in the previous examples, clients read and write directly

to the replicas of the storage system, this is done purely for ease of explanation. In practice,

clients instead communicate with a replica of a service (e.g., an HTTP server) deployed on each

edge datacenter that runs application code that access the replicated datastore.

We present SessionStore, a distributed datastore tailored for fog/edge computing that

ensures session consistency between a hierarchy of otherwise eventually consistent replicas.

Whereas previous approaches [24, 20] that provide session consistency on top of eventual con-

sistent storage systems target applications running on a relatively small number of cloud dat-

acenters, SessionStore is designed for applications running on a large and variable number of

edge/fog datacenters. SessionStore supports resource-limited datacentres by leveraging partial

replication and only replicating data on demand. SessionStore supports session consistency

using a session-aware reconciliation algorithm that only reconciles keys that a client either

reads or writes at the source replica. SessionStore further minimizes the data transfer by not

transferring up-to-date data already existing on the destination. In our example application

use case, this saving is as much as 95% in terms of data transfer.

The main contributions of SessionStore are: (i) a session-aware reconciliation algorithm

that enforces session consistency by only transferring relevant client data; (ii) a prototype that

implements our algorithms; (iii) an experimental evaluation based on micro-benchmarks and
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Figure 4.2: Hierarchical datacenter topology

the RUBBoS benchmark that shows SessionStore is able to guarantee session consistency at a

fraction of the latency and bandwidth costs of a strongly consistent implementation.

The rest of this chapter is structured as follows. Section 4.1 discusses scenarios of edge

applications that require session consistency. Sections 4.2 and 4.3 discuss design considera-

tions and our implementation. Section 4.4 presents the results of our experimental evaluation.

Section 4.5 summarizes the chapter and discusses avenues for future work.

4.1 Use Cases

In this section, we give examples of scenarios that require session consistency to guarantee

that requests emanating from the same client experience a view of the underlying data that is

consistent with the client’s own actions. We consider applications deployed on an edge network

with two or more levels. For example, Figure 4.2 shows a sample edge network consisting of a

cloud datacenter, and two mobile networks each with a datacenters at its core, and one or two

additional datacenters at edge location such as base stations. Each datacenter has a replica

of the datastore, as well as additional servers to run application code. We assume that the

cloud datacenter stores a persistent full replica of the datastore. Each of the other datacenters

hosts a partial replica and data gets replicated on-demand. On a read access, if the data is

not already available on the local replica, it is fetched recursively from its parent. Similarly,

updates are applied to the local replica and get propagated through the replica hierarchy in the

background.

We enforce session consistency by grouping related datastore accesses into a session based on
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application-specific considerations. In the examples below, we uses a session to group together

data accesses executed on behalf of the same user; however, it is possible to think of other

applications where a session could be used to group together accesses executed on behalf of

a device or a specific application module or function. We consider the case where requests

that belong to the same session execute against different replicas due to: (i) user mobility; (ii)

different parts of an application being deployed on different datacenters; or (iii) code mobility.

The use cases below follow a stateless server design pattern where all application state is kept

in the datastore, and applications are implemented as a collection of independent stateless

functions.

Scenario 1: Mobile Client In this scenario, as a user moves around, his/her requests

get routed to the closest edge datacenter. Session consistency is needed when the state that is

read or written when connected to one edge datacenter is later accessed again after the user

switches to a different edge. Consider the case of a user that leverages edge computing to edit

a video. After recording a video on their phone, the user uploads it to an edge video-editing

service which stores it in the datastore. The user then boards a bus, and proceeds to edit

the video by applying a sequence of filters (e.g., image stabilization, cropping). By grouping

the operations performed on behalf of the user into a single session, a datastore that provides

session consistency guarantees that the effect of each of the filtering operations is preserved

even as subsequent operation may run on different edges along the route as the bus travels.

Scenario 2: Functional Partitioning. In this scenario, an application’s functionality

is partitioned and deployed on different datacenters. Session consistency is needed when the

results of executing one function on one datacenter should be made visible to another function

running on a different datacenter. As an example, consider the case of a simple access control

service that consists of three functions: login, logout , and authorize. A client logs into the

system by providing a password to validate against a hash stored in the datastore. The login

function is deployed on the cloud datacenter to ensure that sensitive password information

is not replicated anywhere else. After successful validation, login adds a certificate with the

user’s permissions to the datastore. Similarly, to log a user out, logout modifies the certificate

to indicate that it is no longer valid. Subsequent client requests (e.g., read an email, send a

message) execute on one of the edge datacenters after first running authorize, which involves
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reading the user’s certificate from the datastore to verify its validity. By grouping the operations

performed on behalf of a client into a single session, a datastore that provides session consistency

would guarantee that the version of the certificate created by the most recent invocation to login

or logout is the one that is read by authorize.

Scenario 3: Function Mobility. In this scenario an application (or an application com-

ponent) is reallocated between datacenters. Migration may be done for load balancing purposes,

when the demands of a task surpass the locally available resources on the current execution

location, or to improve quality of experience. Session consistency is needed when after migra-

tion an application reads state from the datastore in the new datacenter that was either read

or written in the old datacenter. As an example, consider the case of an interactive web-hosted

game that stores the state of the game in the datastore. When the network is experiencing

low queuing delay, the application runs on the cloud, but migrates to a datacenter on the

edge when an increase in wide-area traffic degrades the user’s experience. By grouping the

operations performed on behalf of each user into their own session, a datastore that provides

session consistency guarantees that after migration the state of the game presented to the user

corresponds to the user’s last move.

The previous use cases can also run correctly on top of a datastore that provides stronger

consistency guarantees, such as sequential consistency or casual consistency; however, the

stronger properties come at a large cost in terms of bandwidth and latency as we show ex-

perimentally in Section 4.4. The above scenarios do not require a globally consistent view of

the world; instead, they only require a view of the world that reflects the actions of operations

that belong to the same session. The rest of this chapter shows how session consistency can

provide this guarantee with low overhead in terms of data transfer and replica switching cost.

4.2 Design Considerations

In this section, we elaborate on our design choices for adding support for session consistency to

a replicated datastore that runs on a hierarchy of datacenters that facilitate edge computing.

We consider three dimensions: when to synchronize state, what state to synchronize, and how

to keep track or identify the state that needs to be synchronized.
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Session consistency can be enforced either proactively or re-actively. In a proactive imple-

mentation, data is continuously sent to other replicas eagerly. This approach supports fast

switching between replicas; however, it results in high bandwidth consumption. On the other

hand, a reactive implementation ensures session consistency only after a client switches to a

new replica. Before running code on behalf of a client on a new replica, all relevant state has

to be synchronized, which may incur delay.

We argue that the reactive approach is more appropriate for edge computing because the

latency and resiliency demands of edge computing may dictate that mobile clients must often

be served by their closest replica – thereby the proactive approach necessities a large number of

service replicas and hence a very high replication factor that results in more resources needed

on the edge. Our experiments confirm that a proactive implementation incurs large update

latencies and high data volumes even for a modest replication factor. Conversely, the latency

to switch between replicas that are kept in sync using reactive replication is relatively small

(see Section 4.4.3).

This choice, however, does not preclude eager replication to a small number of replicas that

the system determines have a high likelihood of executing queries on behalf of the session. We

leave the study of pre-fetching for future work.

State between replicas can be synchronized using either full replica reconciliation or session-

aware data reconciliation. In the former, the destination replica will have the latest/synchro-

nized union of all records available at both replicas before the switch occurs. The advantage of

this method is that it is conceptually simple, however it may result in high switching time and

high bandwidth consumption for the transfer. In the latter, only data relevant to the session,

including any records that were read or written, are synchronized. This approach is efficient in

terms of data transfer and switching time; however, it is more complex and requires application

support to identify relevant data accessed by the session. We argue that for multi-user services

where the same replica handles requests from multiple clients, the second option where only

the session’s data is synchronized is more beneficial. Our experiments show that this approach

reduces bandwidth requirements and latency. Moreover, in our experience the effort to label

queries is modest.

To keep track or identify the state that needs to be synchronized, we can either tag individual
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records with read and write information, or use a higher level abstraction, such as user queries to

capture access patterns. The benefit of tagging individual records is its simplicity, which comes

at the expense of potential significant additional storage overhead for data objects. Instead,

we opted to track data accesses by recording SQL-like queries executed against the replica.

While this approach is more complex to implement, it has lower storage requirements as simple

queries can identify many data objects.

4.3 SessionStore

In this section we describe SessionStore, our distributed datastore for edge computing which

guarantees session consistency on top of otherwise eventual consistent replicas. The basic idea

behind our approach to ensuring session consistency is simple, yet effective: we group related

datastore operations into sessions, and we track all the rows either read or written to by a

session through tracking the queries it executes. When a client switches from a source to a

destination replica, we ensure that the same (or newer) versions of the rows associated with

their session are present on the destination replica before executing new queries.

In the rest of this section, we first describe a distributed datastore that provides eventual

consistency across a hierarchy of replicas that extend from the cloud to the edge of the network.

We next describe how we add support for session consistency on top of this otherwise eventual-

consistent datastore.

4.3.1 Eventual-Consistent Operation

Our session consistent datastore is based on PathStore, an eventual-consistent object store

introduced in the previous chapter. PathStore is structured as a hierarchy of replicas configured

as a tree with a persistent replica at the root, and an unlimited number of layers of partial

replicas below it. Our implementation uses Cassandra [85] which can run on typical laptops [4]

or even Raspberry Pi’s [6], making it a feasible choice for edge deployments. Each replica runs

a separate independent Cassandra ring, and our code is in charge of replicating data between

otherwise independent rings. We replicate data at row granularity on demand in response to

application queries. Each of the independent Cassandra rings may in turn consist of multiple
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servers and data may be internally replicated by Cassandra for fault tolerance or performance.

In the rest of this chapter, the term replica refers to a (potentially multi-server) Cassandra

deployment on a datacenter in the PathStore hierarchy.

The datastore provides an API based on CQL, Cassandra’s SQL dialect, which organizes

data into tables, and provides atomic read and write operations at row granularity. CQL lets

users read and write table rows using the familiar SQL operation SELECT, INSERT, UPDATE, and

DELETE; however, CQL operations are limited to a single table – there is no support for joins.

Figure 4.3 illustrates a simple 3-level deployment of the datastore (a cloud replica, and

two mobile networks each with a replica at its core, and one or two additional replicas at

edge location such as base stations). To provide low-latency, all read and write operations are

performed against the local replica. During a read query on a local replica, if the query has not

been previously executed on the replica, we fetch it recursively from its parent. The query is

then added in a Query Cache that keeps track of recently executed CQL queries. Subsequent

CQL queries that match an existing entry in the cache are directly executed on the local node.

Queries in the query cache are periodically executed in the background by a pull daemon to

synchronize the local node’s content with that of its parent (i.e., fetch new and updated records

from the parent node). To reduce unnecessary processing, we keep track of the coverage of cache

entries and the pull daemon bypasses queries that are otherwise subsumed by other queries that

have a wider scope. For example the query SELECT(*) FROM balloons subsumes the query

SELECT (*) FROM balloons WHERE color=red.

The datastore supports concurrent object reads and writes on all replicas of the hierarchy;

updates are propagated up toward the root of the replica hierarchy in the background by a push

daemon. Modifications are tagged with a version timestamp that records the time the row was

inserted, and the ID of the replica where the modification was originally recorded. We assume

that replicas are tightly synchronized using some accurate mechanism, such as GPS clocks. As

modifications are propagated through the hierarchy (up by the push daemon and down by the

pull daemon), we use the version timestamp to determine ordering – most recent timestamp

wins.

Figure 4.3 illustrates the operation of PathStore for a simple table that keeps track of

balloons of different colors and sizes. Initially (Figure 4.3a), the cloud replica stores 2 balloons,
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and all other replicas are empty. Figure 4.3b shows the result of running a query for small

balloons (SELECT(*) FROM balloons WHERE size=small) on edge D: the small red balloon is

first copied to the replica C and the query is added to node C’s query cache. From there, it is

then pulled on to edge D. Figure 4.3c shows how the state changes after an application running

on edge E adds two new balloons, one large green and one small blue. The push daemon of edge

E propagates these two new balloons onto B. From there, the push daemon of B replicates the

balloons onto the cloud replica. Figure 4.3d shows how the pull daemon on node C identifies

that there is a new balloon on the cloud replica that matches the query in its query cache, and

pulls the small blue balloon to node C’s replica. Similarly, the pull daemon on edge D also

detects a new balloon on node C that matches the query in its query cache and automatically

pulls the small blue balloon onto node D.

4.3.2 Session-Consistent Operation

We next describe how we expand the above eventual-consistent implementation with support

for session consistency across replicas. We fist describe how users can group database accesses

into sessions. We then describe how we track data related to a session. Finally, we discuss how

we perform session-aware replica reconciliation.

Sessions

We enforce session consistency by grouping related CQL requests into a session. What con-

stitutes a session, however, is left to the application developer to determine. For example, the

developer can decide to make a session representing a user, a device belonging to a user, a

set of commands executed by a function, or a subset of the requests issued by a device. Our

system simply enforces session consistency semantics among those queries that are identified as

belonging to the same session.

We identify each session using a custom token called the Session Token, or stoken. The

stoken consists of a four fields: A unique session id (SID), timestamp, current replica, and

status. The stoken is included in all messages sent by the devices, and can be encrypted

and signed to prevent forging and misrepresentation by a centralized authentication system.

Developers chose between eventual and session consistency by including (or not) the stoken
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together with their queries. In our experiments, we use Java Servlets to run our server-side

code and pass the stoken using an HTTP cookie.

State Tracking

To keep track of data related to a session, a CommandCache is added to each replica that stores

all the queries that were executed on behalf of a session s.

For INSERT, UPDATE and DELETE commands, we keep track of modified rows affected by

associated SELECT queries. For example if the session executes the command where a1 is the

primary key (key):

INSERT INTO T1(key, v1) VALUES (a1, b1)

we store the following query in CommandCache[s] :

SELECT * FROM T1 WHERE key = a1

This transformation creates a query that tracks the accessed key a1.

The entries in the CommandCache[s] precisely identify the data accessed by a session. To

recover the rows associated with a session we just have to execute the queries without any

projections (SELECT(*)) and without any aggregations (without any GROUP BY). Our database

implementation is based on Cassandra where queries are limited to a single table (no joins).

To keep the CommandCache small, we don’t keep queries for a given session that are

subsumed by more general ones. We also keep queries only for data that is actually replicated

by each site. A background garbage collection mechanism deletes queries for sessions that have

been moved to other datacenters.

To support session consistency, our current implementation can only run queries for a stoken

at only one replica at a time. We keep track of the location of this replica on the stoken itself

(the current replica field) and every site also keeps track of sessions it is serving.

Session-Aware Reconciliation

We leverage the stoken to detect when a client switches between replicas (e.g. when it moves

between edge replicas ns, nd as shown in Figure 4.4a). When a replica receives a query it checks

the stoken. If the ID of the replica servicing the query does not match the replica ID in the
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stoken then this is indicative that the client has switched replicas and the reconciliation process

needs to start.

(a) non-siblings (b) siblings

Figure 4.4: Session transfer s between ns, nd

When the switching process for a session is initiated by a client request received with a

stoken, the status field on the stoken changes to Switching to nd where nd is the ID of the

destination replica. A separate thread then fetches the session data to nd. In the meantime if

the client requests are processed on a another edge ne, ne will wait for the switching process

on nd to finish and then fetch the data from nd. ne can detect that there is a switching process

in progress if it has access to the stoken and it’s status field.

To assure session consistency, when a switching process is triggered on ns, ns’s SessionStore

replica will not process further commands for that session. Furthermore, requests for the session

are delayed on nd until the switch is complete. When the switching process is finished, it is

reflected in the status field. If during the switching process the client moves to a another edge

ne, ne will wait for the switching process on nd to finish and then fetch the data from nd.

During a switching process, nd sends a request to the source replica asking for all rows

modified or accessed by the session s. Having recorded all the queries executed by s, the source

replica re-executes theses queries from its CommandCache[s]. It will then transmit the resulting

rows as well as CommandCache[s] to the destination replica.

Using queries to find accessed rows has the benefit of aggregation. While for writes we map

every row modification to a separate query, for reads which usually dominate the accesses to the

database, a single query can track many rows. Replication is done at full row level irrespective

of columns projected in the select query.

Table 4.1 illustrates a database table ratings that keeps track of personalized movie ratings
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Viewer Movie Version Rating

John WALL-E 825968c0-195d-5d569c585662 10
Bob Lion King 7adf7210-1958-59e16851d966 9

Susan Bambi 6833c850-1958-59e16851d966 8
Anna WALL-E 38400000-b23e-000044004725 10

Table 4.1: Sample table ratings on ns

Viewer Movie Version Rating

John WALL-E d33d7fe0-195f-5d569c585662 8
Mark Cars 8b5f2471-19a2-59e168456212 9
Sara Peter Pan 1263ca45-1912-59e36a58d990 8
Anna Lion King 15460690-de22-a80b17057344 9

Table 4.2: Sample table ratings on nd

on ns. Column viewer is the primary key and column version is added by SessionStore to

determine ordering between updates to the same row. Now suppose that the following queries

had been executed by session s on ns:

SELECT * FROM Ratings WHERE viewer = ANNA

INSERT INTO Ratings(viewer, movie,rating) VALUES(Susan, Bambi, 10)

CQL INSERT provides upsert - that is, inserting a primary key that already exists will

update the values associated with that key. SessionStore keeps track of updates (i.e., INSERT,

UPDATE, DELETE ) by turning them into SELECT queries so the INSERT command above

is saved in the CommandCache as:

SELECT * FROM Ratings Where viewer = SUSAN

When the session switches from ns to nd, the two queries are executed on ns (for the INSERT

command, the associated SELECT query is executed) and only the third and fourth rows are

copied to the ratings table on nd as these are the only rows that match the recorded queries.

Optimizations

We implemented two optimizations to SessionStore’s session-aware reconciliation that take ad-

vantage of data locality between different replicas and of SessionStore’s hierarchical structure.
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∆-list optimization The previous algorithm can be optimized when many clients are ac-

cessing the same rows on different replicas. The ∆-list optimization does not copy data that is

already present at the destination replica. During a session switch, the destination, nd, selects

all primary keys and latest version for data belonging to an application and sends them to ns.

With this data ns can then calculate rows accessed by a session that are either not already on

nd or have a newer version.

Sibling optimization Finally, we provide a special optimized-sibling-transfer algorithm that

works when the source and destination share a common parent node. This optimization takes

advantage of the fact that in our design, all rows read by a node are also first replicated on its

parent. In addition, the push daemon running on nodes, periodically propagates data written

on a child onto the parent node. To take advantage of the fact that data written on ns gets

propagated on to np by the push daemon and considering the fact that usually the link from

nd to np (shown in Figure 4.4b), is closer and has more bandwidth in the underlay network

than the link from nstond, this optimization tries to minimize the data transfer between ns, nd.

Whenever a row is modified or created on ns, the push daemon running on ns will push data

to np. If nd and ns both have np as parents, then rather than fetching all the rows accessed by

s from ns, nd can fetch new and updated records from the parent node np. During a switch,

only the rows that have not yet been pushed from ns to np need to be replicated from ns to nd.

Other rows can be accessed from np. Finally we synchronize any row on the destination that

matches any query on the CommandCache[s] by fetching an update from the parent.

In addition, we have to make sure that existing rows on nd that also exist on ns and have

been accessed by s on ns, are at least as up to date. This is because some rows on nd might

be outdated. We transmit CommandCache[s] from ns to nd and compare each query qs in

CommandCache of ns with the query qd in the QueryCache[s] of nd. If qd ⊆ qs, then qd is

immediately re-executed on the parent and the data matching the queries will be sent to nd. If

qs ⊂ qd then qs is executed on the parent and the rows will fetched by nd.
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4.3.3 Failures

If a source replica fails when a destination is replicating state from it, SessionStore has to wait

for the source to be available again and continue the transfer for the rows that it could not

already replicate. The application is informed about any issue through an exception. The

application can then decide to wait and retry, or invalidate the session and restart. Combining

proactive replication to a few replicas with SessionStore’s reactive approach is an avenue of

future work.

4.4 Experimental Evaluation

In this section we evaluate the performance of SessionStore and compare it to other alternatives

for providing session consistency on a network of distributed replicas.

4.4.1 Platform

We conduct our experiments on an emulated hierarchical edge deployment shown in Figure 4.2.

Our topology consists of a cloud datacenter, and two mobile networks each with a datacenters

at its core, and one or two additional datacenters at edge location such as base stations.

Each (emulated) datacenter is implemented in a separate computer with 16GB of RAM and

8 CPU cores that runs either an instance of SessionStore, PathStore, or unmodified Cassandra,

as well as an instance of Apache Tomcat. The network between the datacenters is emulated

by using Linux’s Traffic Control. Each link has a bandwidth of 1Gbps. We assume that the

underlay IP network has the same topology as the replica topology. This means that the point to

point RTT between e1, e3 will be t1+t2+t2+t1. Unless stated otherwise, for the network latency

between different datacenters, we optimistically assume two-way latencies t1 = 2ms, t2 = 20ms.

These relatively low latency values tilt the comparison against SessionStore and in favor of

Cassandra, which is more adversely affected by higher latency. Finally, requests are issued by

clients running on additional computers that connect to one of the edge datacenters (e1, e2,

e3) with negligible latency.
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4.4.2 Workloads

Our evaluation uses a combination of locally-developed micro-benchmarks and RUBBoS [15], a

benchmark application that models a discussion board. While RUBBoS was designed as a web

benchmark, we use it because its data access pattern is representative of a typical multi-user

application in three aspects: (i), it involves a large amount of state; (ii), it includes both read

and write queries; and (iii), only a small fraction of the application’s state is relevant to any

given user.

The original RUBBoS benchmark is limited to text comments (1 KB in average), which are

small compared to modern media-sharing standards. To better mimic the expected behaviour

of a modern social media application, such as Snapchat or Instagram, which allow users to

upload short videos and images, we create two new versions of the benchmark by adding an

extra 10 KB or 100 KB of data to each comment to simulate a small and medium multimedia

attachment. This increase the total size of the RUBBoS database from 540 MB to 23.9 GB and

240 GB, respectively. We used a RUBBoS database populated by over 2.34 million comments,

12000 stories, and 500000 users.

We used the Java Servlet-based RUBBoS implementation which was originally designed

to store its state in relational database. We ported this code to use SessionStore instead.

The ported benchmark uses eight tables and consists of roughly 40 different queries including

SELECT, INSERT, UPDATE and DELETE.

4.4.3 Results

We next present results that quantify the overhead of keeping track of session information,

the benefits of session-aware reconciliation, compare the approach to alternatives that enforce

stronger consistency as the cost of higher overhead, and explore the sensitivity of SessionStore

session-aware reconciliation protocols to the number of queries in the command cache.

Session Tracking Overhead

To measure the cost of keeping track of session state, we compared the latency for reading and

writing single 1KB row on e1 with SessionStore. The experiment is repeated for 10000 different
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(a) Reads

(b) Writes

Figure 4.5: CDF of latency required to read and write a 1KB row.
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rows. Figure 4.5a shows a CDF of the read latencies for SessionStore in three different scenarios

that assume the rows being read are already replicated on e1, c1, and cl, respectively. The read

latency for SessionStore is indistinguishable from PathStore(not shown), which indicates that

the session tracking overhead is negligible. As expected, the figure shows that replication at the

edge reduces read times dramatically. The average time to read a row already available on the

edge was 0.9 ms, compared to an average of 4.65 ms and 26.2 when the row had to be fetched

from the core and cloud, respectively.

Figure 4.5b shows a CDF of the write latency for SessionStore. There is only one configu-

ration as all writes are performed on the local replica (e1). The average write time is 0.73 ms,

and is similarly indistinguishable from write time in PathStore(not shown).

Session Migration

We use the RUBBoS benchmark to evaluate the costs in terms of latency and bandwidth of

enforcing session consistency when a user switches between two replicas as a result of mobility.

We consider four different approaches: Full-replica reconciliation, session-aware reconciliation,

∆−list optimization, sibling optimization.

We use the client emulator in the RUBBoS package to simulate 100 clients connected to

replica on e1 that are browsing and commenting on the RUBBoS bulletin board. The client

emulator sent HTTP requests to Servlets running on the edge node e1 which generated 2203

queries on the SessionStore replica on e1. This resulted in SessionStore fetching data from cl

and replicating it on e1. A total of 1.86 MB for the text-only version of RUBBoS, and 22.7

MB and 220.3 MB for the versions with the small and medium multimedia attachments was

transferred. On average, each RUBBoS query resulted in 13.4 rows on the database, which

exemplifies the benefits of using a query-based approach compared to tagging each row.

Table 4.3 shows the latency and data transferred for different replica reconciliation scenarios

for a client that moves from e1 to either e2 or e3. The experiment is repeated 100 times, once

for every client. We first consider the worst case where sessions move from e1 into a cold e3

replica that does not have any data. Full-replica reconciliation (first column) requires sending

the full 1.86, 22.7, 220.3 MBs of application data which takes 562.1 ms, 2.24 s and 10.7 s for

each of the three configurations of the benchmark. In contrast, session-aware reconciliation
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Full Reconciliation
(e1, e3)

Session-Aware
(e1, e3)

∆-List
(e1, e3)

Neighbor (e1, e2)
No users on e2

Neighbor (e1, e2)
100 users on e2

Default
RUBBoS

rows

Data Transfer
1.86 MB
(40 KB)

187.25 KB
(73.3 KB)

141.22 KB
(45 KB)

14.2 KB
(1.2 KB)

198 KB
(38 KB)

Time
562.1 ms
(20 ms)

343.9 ms
(57.8 ms)

288.52 ms
(45 ms)

15.9 ms
(1.4 ms)

62.7 ms
(17.9 ms)

Added 10KB
to each row

Data
Transfer

22.7 MB
(0.10 MB)

2.56 MB
(563.1 KB)

1.22 MB
(220 KB)

16.3 KB
(2.2 KB)

1.16 MB
(70 KB)

Time
2.24 s

(32 ms)
534.0 ms

(40.59 ms)
330.4 ms
(30.1 ms)

19.2 ms
(2.4 ms)

76.86 ms
(12.48 ms)

Added 100KB
to each row

Data Transfer
220.3 MB
(1.1 MB)

24.32 MB
(6.6 MB)

15.9 MB
(4.2 MB)

13.1 KB
(4.3 KB)

10.7 MB
(1.7 MB)

Time
10.7 s

(76 ms)
1.09 s

(169.1 ms)
741.51 ms
(105.1 ms)

20.8 ms
(3.7 ms)

153 ms
(25.5 ms)

Table 4.3: Average reconciliation time and data transfer for a Rubbos client. Standard deviation
in parenthesis.

(second column) only transfers an average of 0.18, 2.56, 24.32 MBs of data, which takes only

343.6, 534, 1090 ms. This major improvement, that is mainly because of the data overlap in

the data accessed by different clients, represents a reduction in data and latency of close to

90%, and is strong evidence of the benefits of leveraging session-aware reconciliation for server

applications where only a fraction of the replicated data is relevant to a given client.

The ∆-list optimization (third column) further improves these numbers. In this experiment,

we assume that a different set of 100 clients send requests to e3 before the transfer. e1 calculates

the rows it needs to send to e3 for each user and on average transfers 141.2KB’s of data. For

the three version of RUBBoS, ∆-list optimization only transfers 0.14, 1.22, 15.9 MB of data in

288, 330, 741 ms, which is an additional 22−35 percent improvement in each scenario compared

to the Session-Aware approach. ∆-list performs best when each row contains a lot of data

and saves on bandwidth and transfer time by not sending those rows that are already on the

destination.

We next evaluate the benefits of the sibling optimization when a single client moves from

e1 to e2. We first consider the case where there are no other users on e2 (fourth column). In

this particular application, many queries are common between sessions so more stale data has

to be fetched from the parent. This results in only information about the queries transferred

between the two nodes which is only 16.5 KB of data and takes less than 20 ms on average for

the transfer (compared with 10.7s with the Full Reconciliation approach). This is extremely

fast compared to other scenarios because no other data needs to be transferred between the
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Scenario
Average data

transfer per row

Reads SessionStore Fetch from cl 3245.8B
SessionStore Fetch from c1 1620.7 B
SessionStore Fetch From e1 0
Cassandra Full Replication 0
Cassandra Single Replication 1120.7 B

Writes SessionStore 2346.8 B
Cassandra Full Replication 6372.4 B
Cassandra Single Replication 1213.6 B

Table 4.4: Data transfer

nodes. If the user executes their commands again, the data will be fetched from c1 so the cost

of fetching the data will be on demand and when the user requires it. Finally, we assume a

scenario where another set of 100 users run the same application (and hence run similar queries)

on e2. Common queries between the moving user and users already running on e2 may result

in synchronizing data from that the parent. This on average increases the transfer time to

62, 76, 153 ms and a further 0.19, 1.16, 10.7 MB of data is transferred between e2, c1.

Comparisons with Eager Replication and Strong Consistency

In this section, we explore three alternative ways in which unmodified Cassandra could be de-

ployed on our network of six datacenters that use eager replication or strong consistency to

guarantee session consistency for a client that can move between replicas. In these configura-

tions, all six datacenters form a single Cassandra ring, and each Cassandra server creates point

to point connections to other servers using the underlying IP network.

Full Replication-All, uses a replication factor of six and Cassandra’s All consistency model

which requires all replicas to respond before a write operation returns. We can then use Cas-

sandra’s One consistency model for the reads which will fetch data from the local replica. Full

Replication-Quorum, also uses a replication factor of six and Cassandras Quorum consistency

model. This configuration requires a responses from a quorum of replicas for both reads and

writes. Single Replication-One, uses a replication factor of one, and relies on Cassandra’s stan-

dard hashing algorithm to uniformly distribute rows among replicas in the Cassandra ring.

Reads and writes in this configuration involve a single server. Finally to compare to a strongly
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Figure 4.6: Comparing session reconciliation(solid lines) and full application data reconciliation
that consists of 10000 rows (dashed lines). Both axes are in logarithmic scale

consistent database, Full Replication-Strong acts similarly to Full Replication-All with addition

of linearizable consistency through the use of Cassandra’s light weight transactions and the

Paxos protocol [86].

Figure 4.5 shows the CDFs of the time required for writing or reading a single 1KB row

on e1. The experiment is repeated for 10000 different rows. Table 4.4 shows the average data

transferred aggregated across all links to store or read a 1KB row for the various configurations.

All Cassandra alternatives perform poorly, which is hardly surprising given that Cassandra is

not designed to be used in this manner and requires communication between different servers.

On the other hand, our results are optimistic as real-world edge deployments will likely consist

of a much larger number of datacenters.

Full Replication-All handles reads very well, but pays for it with high latency and bandwidth

cost for writes. Full Replication-Strong performs even worse as the Paxos protocol needs addi-

tional rounds of communication between nodes. Full Replication-Quorum is a little better for

writes, but much worse for reads. Finally, Single Replication-One read and write performance

varies widely between rows based on their random allocation across the various datacenters. In

comparison, SessionStore provides low latency for writes and reads, particularly in cases where

the rows are already available on e1 or c1, and uses much less bandwidth.
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Size of Command Cache

We evaluate the benefits of session-aware reconciliation as a function of the fraction of data in

the replica that is relevant to a session and the number of queries used to track this data.

Figure 4.6 plots the latency to reconcile 10000 rows when a session moves from ns = e1 to

nd = e3. We consider two reconciliation strategies: Full reconciliation, depicted by the dashed

lines, that does not keep track of data accessed by individual sessions, and as a result all 10000

application rows have to be copied when the client moves between replicas. This becomes espe-

cially expensive when the amount of data stored in each row increases (1KB, 10KB, 100KB).

Session-aware, displayed as solid lines, uses the CommandCache to keep track of rows accessed

by the client that need to be moved between the replicas. We vary the number of commands

executed by the client between 1, 8192 and we assume each command only affects a single row.

When the mobile client accesses only a fraction of the total data used by the service it is more

beneficial to track session data. However, as the number of queries for a session increases, the

overhead also increase because each query in the CommandCache has to be fetched and exe-

cuted. As expected, the benefits of session-aware reconciliation is more distinguishable as the

as the amount of data in each row increases. As shown in the Figure, when the rows are 1KB,

after around 1200 commands executed at ns, it takes less time to transfer the full application

data (orange lines). But when each row contains 100KBs, even by executing 8192 commands

for the session at ns, it is still faster to use session-aware reconciliation (blue lines).

Figure 4.8 compares the transmission and processing delay for the session-aware reconcili-

ation (left bar) and the sibling optimization (right bar) as a function of the number of queries

executed by the session. The figure shows that the for session-aware reconciliation, when we

increase the number of queries that a session has executed on ns, the processing time to gather

the data for that session at ns increases. This is expected behavior as we have to execute all

queries again and the transfer all the retrieved data to nd. In comparison, the sibling optimiza-

tion (hatched bars in Figure 4.8) does not re-execute all the sessions’ commands on ns as this

done on demand after the transfer at nd.

RTT Figure 4.7 illustrates the effect that increasing RTT has on reconciliation latency for a

client that moves from ns = e1 to nd = e3. The red line in this Figure shows the time it takes
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Figure 4.7: Session transfer time when the latency between ns, nd increases. The Figure includes
charts for session aware transfer and sibling optimization.

to create required connections between ns, nd and then transfer a single row. This is the worst

case and it emulates a scenario where the session moved to a destination node that did not

already have an established connection with the source. This can happen when a client moves

between those datacenters in the network that typically see very little traffic and transfers

between them. The orange dashed line illustrates a similar process except ns, nd already have

a pre-established connection. As a result, the transfer time is significantly lower. We expect

this to be the common case where transfers happen between a small set of neighboring nodes.

The blue line depicts the amount of time required to transfer 10000 rows between ns, nd using a

single SELECT query with a cached connection as a function of RTT between ns, nd. The green

line (which closely tracks the orange line) illustrates the transfer time when ns = e1, nd = e2

are sibling replicas. In this scenario, nd does not include any other rows for the application and

ns does not have any dirty data (data not pushed to its parent replica). Hence, when s moves

between ns, nd, no data transfer is required between nd, ns and only the queries executed by

s are transferred to nd and the session token is also updated accordingly. If s executes any

query, data is fetched from the parent replica on demand. Using the sibling optimization is a

major improvement to the session aware scenario with no optimizations as it involves minimal

data transfer between siblings. This is particularly useful in scenarios where the link between a

nd, np is cheaper in terms of bandwidth cost compared to a link between ns, nd in the underlying

network.
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Figure 4.8: Reconciliation time breakdown (in percentile) for regular session aware (left bars)
and sibling optimization (right bars - hatched). The x-axis represents the number of queries
executed at ns

Figure 4.9: Data transfer between ns, nd when ns sends all primary keys of an application along
with their timestamps to nd. Note that the Y-Axis is in logarithmic scale

Data Overlap Figure 4.9 illustrates the performance of the ∆-list optimization as we vary

the number of common rows between e1 and e3. At the beginning of the processing for session

si, we send all primary keys and their respective timestamps present on nd = e3 to ns = e1. We

call this list ld. We assume the application on nd consists of 20000 rows. ns receives ld and only

sends rows accessed by si that are either not in ld or have a newer timestamp. As we increase

the number of common rows between ns, nd (rows that have the same key and timestamp),

the data bandwidth consumption on the link between ns, nd decreases. Comparing the blue

line when each row is 100KB with the orange line where each row is 1KB, illustrates the
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effectiveness of our optimization when the amount of data needed to be sent increases. The

Figure shows that the more common rows there are between ns, nd the less data needs to be

transferred from ns to nd. The red dashed line indicates the overhead of sending ld. Note that

because we are only sending the keys and their timestamps, the overhead remains relatively

small. The average processing time required to generate ld is 370.8 ms.

4.5 Chapter Summary

A key tenet of fog computing is the ability for clients and application functions to be redi-

rected seamlessly across the different edge datacenters hosting the data replicas of a service or

application. In this chapter, we presented SessionStore, a novel storage system that provides

session consistency even when the client switches between replicas in different edge locations.

Our session-aware reconciliation algorithms enforces session consistency at minimal costs, by

tracking the accessed or affected keys by a session and then performing fine-grain reconcilia-

tion on the destination replica with minimum overhead. Our results show that our approach

provides session consistency at a fraction of the latency and bandwidth costs of a system with

eager replication or strong consistency, with minimal transfer costs.
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Data is increasingly stored in databases distributed across a wide area, separated by com-

paratively high-latency and bandwidth-limited links. In particular, in edge computing and

IoT applications data is generated over a wide geographic area and is stored near the edge or

across a hierarchy of datacenters. Querying such geo-distributed databases traditionally falls

into two general approaches: push incoming queries down to the edge where the data is, or

run them locally in the cloud. For example, stream processing reduces aggregation bandwidth

while pushing data to the cloud. Alternatively, eventually-consistent databases can execute the

query locally, providing a stale answer quickly.

Consider a hypothetical Industrial-Internet-of-Things (IIoT) application deployed over a 3-

tier network [36], as shown in Figure 5.1. Machines on the factory floor generate large volumes

of data, used locally for low-latency process control decisions on the production line. The data

is also forwarded to a local aggregation center, perhaps one per factory or a group of factories,

where more resource-intensive predictive maintenance models can be applied, and where latency

requirements are less stringent. Finally, data is forwarded from the core to a cloud server, where

a management back-end shows a web dashboard with global production status and inventory.

It can also be used for training machine learning on historical data, since more resources are

available in the cloud. Similar unidirectional data flow is common in other settings, such as

urban sensing [139, 57, 109], smart grid [130, 110], IoT and wearable devices [132, 137, 127],

and healthcare [155, 22].

Data management in this geographically-distributed environment can be challenging: net-

work links have limited bandwidth, high latency variation, and can intermittently fail . Luck-

ily, many applications exhibit strong locality: most reads and writes can be done locally, and

changes need not be immediately replicated to the entire network. Therefore, a common scheme

provides fast local reads and writes using a high-performance local data store (e.g., one per

factory floor), then periodically propagate data it upwards using a best-effort or on-demand

strategy [137, 149, 116, 111]. This scheme is eventually-consistent, handles link failures, and is

relatively straightforward to implement and reason about.

This scheme, however, provides no guarantee on the freshness of data received from lower

layers when executing read queries at the parent (e.g., cloud). Consider a read query initiated

on the cloud by the management back-end in our example. Since the most up-to-date data
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factory floor
process
control

predictive
maintenance

regional office

cloud dashboard

query

query

query

Figure 5.1: Example IIoT application components deployed over a 3-tier network. Data is col-
lected from each factory floor and must be sent up the hierarchy. Process control functions run
on the factory floor, since they require fresh local data and low latency. Predictive maintenance
models consume more resources, but use staler data from multiple production lines. Global
dashboard runs in the cloud, and requires balancing data freshness with answer latency.

is distributed over factory floors and local aggregation centers, it is difficult to guarantee the

freshness and completeness of the read query.

One common approach to handling such queries is to execute them on the cloud’s local

replica: since all data will be eventually replicated to the cloud, we can answer the query using

the data that has already been replicated. This provides an answer very quickly, but it might be

very stale; there are no guarantees on data freshness. The other extreme is to fetch up-to-date

data from edge devices to the cloud where the results can be aggregated [31]. This results in

fresh data but incurs high latency, additional load on edge nodes, more bandwidth usage, and

may even miss data if an edge is unreachable. Another alternative is stream processing: queries

are decomposed to graphs of operators, and are distributed across the edge network. Data can

be processed and aggregated as it is streamed from the edge towards the cloud. However this

approach requires deploying, coordinating, and executing operators across various datacenters.

Moreover, distributed stream processing across edge networks is difficult due to unreliable links,

frequent re-configurations, and high latency [145, 51]. Stream processing therefore incurs high

setup and ongoing costs, and is therefore better suited for processing a small set of recurrent or

continuous queries that is known in advance. In contrast we are interested in enabling ad-hoc

queries and data exploration.

We present a hybrid approach for efficient on-demand global queries with guaranteed fresh-

ness by exploiting the underlying hierarchical structure of edge networks.
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Feather is an eventually-consistent tabular data management system for edge-computing

applications that allows users to intelligently control the trade-off between data freshness and

query answer latency. Users can specify precise freshness constraint for each individual query,

or alternatively a deadline for the answer. We then execute this query over a subset of the

network, using local replicas in intermediate network nodes as caches to avoid querying edge

nodes. The result set is guaranteed to include, in the absence of failures, all data that is at least

as fresh as the specified limit; we further return an actual freshness timestamp telling users how

up-to-date the query answer is.

To deal with intermittent link errors, Feather also allows returning of partial answers, and

provides users with an estimate of how much data was missed by the query. Our Feather pro-

totype supports features typically available in high-performance tabular data stores: filtering,

aggregation, grouping, ordering, and limiting of the result set. This allows existing read queries

that currently run on centralized tabular databases to be easily ported.

We evaluate Feather by emulating a geo-distributed service that is deployed on an edge

network, and use traces of geo-tagged data to mimic the request patterns of geo-distributed

clients. In controlled experiments, we evaluate the effect of network, topology, and Feather

parameters on the trade-off between latency, staleness, bandwidth, and work at edge nodes.

We validate our findings by conducting a real-world experiment where we instantiate an edge

network that spans North America, Europe, and Asia to process local Twitter data. Feather is

able to combine the best of cloud and edge execution, answering queries with a fraction of edge

latency, providing fresher answers than cloud, while reducing network bandwidth and load on

edges.

5.1 Background

For clarity, we first define key concepts we will use throughout the chapter, and then review

several examples of edge-computing scenarios where ad-hoc querying mechanisms can be ben-

eficial.
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Applications

Edge computing plays a key role in many upcoming application scenarios. We focus on a

common scenario where data collected from from end-user devices or sensors is initially stored

locally, and must be later forwarded to higher layers for ad-hoc querying and analysis. We give

three such examples.

First, in advanced industrial automation scenarios, resource-limited IoT devices can log huge

amounts of data metrics, but store it locally to save on bandwidth and other costs [37, 36].

Figure 5.1 is an example for such a scenario. An efficient ad-hoc global querying mechanism can

allow remote monitoring and management without incurring significant bandwidth or compu-

tation overhead. For example, if a fault in certain class of equipment is suspected, an operator

could query specific relevant metrics for that equipment for the last minute, hour, or day. Sec-

ond, smart cities use distributed sensors to collect data used for pollution monitoring [139],

transportation and traffic control [109, 38], and healthcare [155, 22]. These sensors produce

large amounts of valuable data and sensory information, not all of it needed to be streamed

in real-time for processing. Instead, data is often uploaded in batches. Some queries can be

ad-hoc, in response to specific events. For example, an operator could query for the number

of pedestrians and bikes in a specific area affected by a car accident. Finally, utility compa-

nies have been using smart meters to aggregate usage information from customers [130, 110].

While these meters periodically send data to a centralized location for coarse grained analysis,

on-demand querying could allow for fine-grained analysis, which in turn could enable more

responsive resources management.

Eventual-Consistency and Tabular Databases

While the above scenarios benefit from and efficient and accurate global querying mechanism,

in practice strong consistency over a large geographical area is difficult to achieve [100, 87].

Data-heavy edge computing applications are therefore built to accommodate relaxed consis-

tency guarantees such as eventual consistency [152]. Updates are not propagated immediately

to all replicas, but are instead propagated periodically or on-demand. Similarly, edge com-

puting applications often rely on distributed tabular or key-value stores, rather than classic
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relational databases. Joining tables and transaction support can be prohibitively expensive in

distributed settings [154], particularly when the volume of data is large. While relational and

transactional databases in geo-distributed settings is an active area of research, many current

high-performance distributed databases are tabular or key-value stores [106].

5.2 Design

In this section we describe the design considerations of Feather: an geo-distributed tabular data

management systems for hierarchical networks that supports on-demand, global queries with

guaranteed, user-specified lower-bound on data freshness.

Feather offers applications two types of queries, local and global. Both types can access data

written locally and by descendent nodes, but differ in their guarantees. Local queries are fast

reads and writes executed directly on the high-performance local data store. This is the type

of queries ordinarily performed by applications, and are also supported by several edge-centric

eventually-consistent distributed databases [111]. Global queries are the main contribution of

Feather. These are on-demand read queries that provide user-specified freshness guarantees.

When executed on a node, the query response will be computed from recent local and descendant

data, up to a user-specified limit. By carefully keeping track of update times for data stored

at intermediate nodes, Feather avoids querying remote edges, allowing for faster responses and

conserving bandwidth.

Beyond the freshness guarantee, Feather provides additional features such as setting query

deadlines, estimating result coverage, and handling link failures gracefully.

5.2.1 Semantics of Global Queries with Guaranteed Freshness

We first explain the querying semantics and the guarantees provided by Feather on-demand

query mechanism.

Feather global queries include a freshness constraint provided by users, which we call laxity

L. This constraint guarantees that data created up to a time t requested by the user will be in

the result set, relaxing the freshness requirements on data.

Formally, if query time Tq is the time the query was sent for execution to the system, Feather
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Figure 5.2: The freshness guarantees for Feather global queries. Actual freshness Tf is guar-
anteed to be between Tq − L and Ta. Any row created before Tf (blue) is guaranteed to be
included in the results, while rows created after Tf (green) may or may not be included.

guarantees that the set of rows used to process the query contains all data updates (insertions,

deletions, and updates) that occurred before the freshness threshold time defined as Tq − L.

While laxity gives a limit on data freshness, query results can in practice be more fresh than

the limit. Thus query answers also include an actual freshness time Tf : all data updates that

happened before Tf are included in the answer. Note that updates that happened after Tf may

also be included in the result, but cannot be guaranteed to be so. The exact value of Tf depends

on which data has already been replicated up the hierarchy. Additionally, even if we set L = 0

and had a fresh copy of all data, the answer could still be slightly out of date: queries take

time to execute and data takes time to transfer between datacenters. Note that it is possible,

though rare in practice, that Tf > Tq. Hence, we define staleness as the difference between

answer time Ta and the actual freshness time: Ta − Tf . In summary, Feather guarantees:

Tq − L ≤ Tf ≤ Ta .

Figure 5.2 illustrates these semantics.

For example, consider a dashboard query from the industrial monitoring application (Fig-

ure 5.1) that retrieves the average power consumed by arm robots in the last 10 minutes (600

seconds). Given the needs of the application, we may decide to allow the data to be out of date

for up to 30 seconds, but no more. We therefore execute the query:
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Figure 5.3: Edge network with 6 rows K1 to K6, with row update times (numbers next to keys).
A query submitted to A at time Tq = 8 with laxity of L = 2 must retrieve all keys updated
before time Tq − L = 6, and must therefore access nodes B, C and E, but not D and F .

SELECT AVG(power) FROM hardwareStats

WHERE machine = ’arm robot’

AND timestamp >= NOW()-600

LAXITY = 30

This query asks for the average power in all rows created up to 600 seconds before query

time Tq whose machine is arm robot. The laxity constraints guarantees the average includes

all rows created 30 seconds before query arrived at time Tq, and perhaps even more recent

rows. Suppose this query took 2 seconds to process and answer, so Ta = Tq + 2 seconds, and

the result includes all data up to 20 seconds before Tq. Then we have laxity L = 30 seconds,

actual freshness is Tq − 20 and staleness is Ta − Tf = 22 seconds.

By tuning the laxity constraint, system operators can fine tune the trade-off between query

response time and freshness. Higher laxity thresholds can result in faster response latency and

reduced bandwidth. To illustrate this, suppose the state of the system is as shown in Figure 5.3.

A is the cloud, B and C are core nodes, and D, E and F are edge nodes. Power consumption

events (rows K1 to K6) are created on the nodes D to F , and some rows such as K1 have already

been replicated to parent nodes. If a global query to retrieve all rows was executed at time

Tq = 8 starting from node A with a freshness threshold L = 2, then Feather must guarantee

that rows K1,K2,K3 will be in the answer set. As a result, at least nodes B, C, and E will

have to be queried because they all have rows that should be in the answer set, while F ’s last
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propagation time to C is recent enough and therefore we need not query it. Suppose instead

we were to execute the same query at the same time, Tq = 8, but with a more permissive laxity

L = 4.5. In this case, it would be sufficient to query only nodes B and C to obtain K1 and K2,

resulting in a faster response though staler data.

Returning the previous IIoT example: suppose we allowed laxity of L = 120 seconds, and

received an answer from the cloud’s local replica in 15 milliseconds with actual freshness of 90

seconds behind Tq. In such a case, staleness will be Ta − Tf = 90.015 seconds.

Our freshness guarantee is similar to formal treatments such as ∆-atomicity [59] and t-

freshness [125]; we discuss these in Section 2.0.3.

5.2.2 High Level Design

Feather’s assumptions are common in geo-distributed, eventually-consistent databases [116,

111, 125, 65, 124, 42]. As described in Section 5.1, we assume the system is deployed over a

set of geographically distributed datacenters (nodes) that communicate through an underlying

hierarchical network, and have synchronized clocks1. The hierarchical structure of our system

follows the hierarchical topology of the underlying network. The local replica at each node need

only know about its parent and keep track of its children, which allows for both horizontal and

vertical scaling of the system. As with any eventually-consistent database, users can be insert,

update, or read data at any node, and it will be eventually propagated up the hierarchy.

Local Persistent Storage

Each Feather replica contains a high-performance persistent store, which contains both user

data as well as metadata used by Feather2. Local queries from applications are served directly

from this persistent store. Thus, data updates are written to this local storage by either

applications running at the same datacenter or by Feather when replicating.. Similarly, data

is read by user applications as well as by Feather. The local data store is configured to be

1Feather requires that clock drift be lower than the minimum one-way latency of any link in the network, i.e.,
up to a few milliseconds. Such accuracy is well within the capability of GPS clocks and IEEE-1588 [55] which
reach microsecond accuracy for even low-cost hardware [153].

2In practice, such sharing can have security and performance isolation implications in production systems.
While it is not fundamental to our design, for simplicity, we describe a single local data store that runs a single
application.
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strongly consistent, for example using quorum reads and writes. Since the local storage in each

Feather replica is independent of other replicas, it is easy to scale it horizontally within a local

datacenter.

Pushing Upstream

Feather replicas periodically push batches of new or updated (“dirty”) data upstream to their

parents. The update period and batch size are configurable, and control the trade-off between

data freshness and resource usage (such as link bandwidth, CPU, and storage).

Each push update from child to parent also contains the update time, a timestamp that

describes how fresh is the data being pushed. The update time is defined recursively. For

Feather replicas on non-edge node, the update time is set to the minimum of latest update

times of all its children. For an edge node, the update time is set to the current timestamp if

the push includes all dirty data, or the update timestamp of latest row pushed up to the parent

if the update needed to be batched. The update time is used by the querying mechanism

(Section 5.2.3) to guarantee freshness, and is inspired by how stream processing systems such

as Flink [33] and Google Cloud Dataflow [84] use watermarks to manage operators. Even when

there are no dirty rows, replicas send empty updates to their parent with the update time as

defined above. This helps avoid spurious child queries in the querying mechanism.

Consider for example in Figure 5.3. Node C maintains the latest update time for nodes E

and F . If E’s pushed data at time T2, it would push an empty update with update time T2

to C (since K3 has not yet been created). Now suppose F pushes data at time T3: it would

push K1 to C with update time T3. The update time for C is therefore T2, the minimum of the

latest update times from E and F , reflecting the fact that C has not received any data updates

from E after T2.

5.2.3 Answering Global Queries

The hierarchical global querying algorithm provides the query semantics defined in Section 5.2.1.

Unlike local application queries, which are served directly from the persistent store, the global

queries described in Section 5.2.1 are processed hierarchically. Each replica first determines the

set of children needed to execute the query, and then recursively sends it to each child. Once
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ALGORITHM 1: The hierarchical algorithm for global queries with freshness guar-
antee L.
Input: query q, query time Tq, laxity L, current node n
Output: result R, actual freshness time Tf

1 Initialize set of accessed children A← ∅
2 Initialize result R
3 foreach child c ∈ children(n) do
4 if last update time from child Tu(c) < Tq − L then
5 Add c to accessed children: A← A ∪ {c}
6 Send global query q to child c

7 Rloc ← execute q on local store on rows not from A
8 Update result R with local results Rloc

9 Set freshness time Tf to latest update time: Tf ← minc{Tu(c)}
10 foreach response Rc, Tc from child c of node n do
11 Update result R with child result Rc

12 Tf ← min(Tf , Tc)

13 Return results R and actual freshness Tf

all partial results sets are received, the replica merges them and its own local answer, and sends

the result to the parent.

Algorithm 1 describes the hierarchical querying algorithm. At its core, this algorithm is a

recursive, parallel tree traversal. When a global query is received at a node at time Tq with

laxity L, we must first determine whether it can answer the query locally, or does it need to

recursively query any of its children. This decision depends on the latest update time received

from each child c, denoted Tu(c). If this time is larger than the freshness threshold Tq − L, we

know that the data we already have from that node is recent enough that there is no need to

query that child or its own children. If Tu(c) < Tq − L, then the data pushed by the child to

the parent is too stale and we have to visit the child. This decision then plays out recursively

on each child, which returns the result to its parent.

Nodes execute queries in parallel: queries are first dispatched asynchronously to child nodes

(line 6), then the local query is executed (line 7), and finally we wait for child responses and

add incorporate them into the query results (line 11).

Finally, the actual freshness time Tf for the result is defined recursively, similarly to the

latest update time. It is the minimum between the latest update time for the current node

minc{Tu(c)} (line 9) and the freshness Tf returned by each of the sub-queries (line 12). Tf

strongly depends on the push period and the depth of the hierarchical network. We explore
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this in Section 5.4.

5.2.4 Reversed Semantics for Providing Latency Guarantees

Recall the example query from Section 5.2.1. Suppose this time the query is executed by a

web dashboard with latency SLA, so we must return an answer within 150 milliseconds even if

it does not include all the freshest data. We therefore replace the freshness constraint LAXITY

= 30 with the latency constraint DEADLINE = 150ms, which guarantees that the response will

be sent to the client after 150ms. As before, every response comes with actual freshness time

Tf , allowing the dashboard to display the freshness of this response to the user. Coverage

estimation (Section 5.2.5 provides additional information as to how much data was included.

Latency guarantee is achieved by treating nodes that did not respond in time as failed links

(Section 5.2.6), and by a small modification to Alg. 1. When a child receives a global query

from parent, it decreases the deadline to take into account latency between parent and child,

plus some headroom for processing. In addition to executing the query in line 7, we also execute

one query on the local dataset for each child that we contacted in line 6 (i.e., a local query

for every child in A). Finally, for every queried child whose response was not received by the

deadline, we instead use the result of the respective local query to update R in line 11 and Tf

in line 12.

5.2.5 Result Set Coverage

With each query result, Feather provides analytical information on how many nodes participated

in the querying process, how many data rows were included in the query, and an estimate of the

number of updated data rows that were not included in the query due to freshness constraints

or link errors.

The first two are easy to provide: each replica knows how many children it must query

(Algorithm 1), and the total number of rows received from children and its own local queries.

Estimating the number of new or updated data rows requires us to track the rate of row

updates (and insertions) received from each child. We estimate the rate of updates from each

child node ρ(c) as the mean rate from the last K updates. In addition to recording the last
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update time, each replica also records the timestamps of the last K + 1 pushes received from

children, and the number of new rows reported on the child.

Let T0(c) be the time of the last push from the child, T1(c) be the time of the push before

that, and so on until TK(c) Similarly, let Ri(c), i = 0 . . .K, be the number of new rows on the

same child reported during the respective pushes. We estimate the rate of new rows from the

sub-tree at the child as

ρ(c) =

∑K−1
i=0 Ri(c)

T0(c)− TK(c)
.

The estimated number of new or updated in a child c at time t > T0(c) is therefore ρ(c) · (t−

T0(c)). When returning an answer, we includes the sum of estimates for all children.

As we show in Section 5.4, this simple estimation technique is sufficiently accurate for the

datasets we tested on. If more accurate estimation is needed, more sophisticated time series

prediction approaches can be used [56, 52, 93].

5.2.6 Handling Failures

Failures are common in geo-distributed environments. In particular, since networks are large

and intermittent link errors are not uncommon, it is important to have queries running even if

connectivity to some datacenters is lost. In addition to a monitoring system that keeps track

of the health of Feather nodes between datacenters, our queries can timeout. When Feather

produces results for a query, it includes information about what datacenters it was not able to

access.

If a link to a child that must be queried has failed or a sub-query timed-out, then we cannot

provide the freshness guarantee for that particular query. In such cases, Feather provides either

a complete but less fresh answer that includes old results for the missing child, or a partial but

up-to-date answer.

In the first option, the result set is complete not for the freshness guarantee requested by the

user, but rather a less strict one that depends on the last update time for the child connected

by the failing link. In other words, the answer is guaranteed to be complete for the actual

freshness Tf , but this actual freshness is below the freshness threshold: Tf < Tq − L. For

example, though the user requested data that includes no less than 5 minutes ago, the system



Chapter 5. Feather 89

persistent
storage

query
server

push
daemon

receive
daemon

to parent’s
receive daemon

to parent’s
query server

from children’s
push daemons

from children’s’
query servers

local
queries

user
global
queries

Figure 5.4: The main components of an Feather replica. Global queries are sent to the query
server for execution. To provide fast local access, applications run local writes and reads directly
on the persistent store using a user-level library that handles additional columns needed by
Feather.

returns a complete result set for the data as of 15 minutes ago. Alternatively, the query result

can fulfill the original freshness guarantee Tf > Tq − L, with the caveat that it is partial: it

does not contain any new information from the sub-tree that cannot be queried.

In both cases, the failure is communicated to the user: the answer includes the sub-tree that

was excluded, as well as the estimated number of rows that the query is missing (using the row

coverage feature). Given the actual freshness returned and the number of missing rows, users

can then intelligently use or discard the query results, depending on the application.

5.2.7 Adding and Removing Nodes

In Feather, modifications to the topology are local operations and only involve a parent and

child node. Nodes can join the topology by connecting to their parent node and a parent node

can remove a branch at any time.

5.3 Implementation

We implemented a prototype of Feather as a Kotlin standalone application that uses Cassandra

3.11.4 as its persistent storage. In this section we describe the details of our implementation.
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5.3.1 Architecture

Feather is comprised of four components on each node, shown in Figure 5.4: persistent storage

for local data, a query server to receive queries from parents and return results, a push daemon

to push periodic data updates to parents, and a receive daemon to receive child updates.

To eliminate overheads, local reads and writes are executed directly on the local data store.

Writes are done through a small client-side driver that adds the necessary metadata for the

push demon and query servers.

Persistent Storage

Our implementation uses Cassandra[85] as the persistent storage component. Each local replica

runs an independent single-datacenter Cassandra cluster, which allows horizontal scaling within

a datacenter by simply adding nodes to the local cluster. We configure Cassandra to QUORUM

reads and writes. Feather’s design is independent of the choice of the underlying datastore, and

can be adapted to use other systems.

Push Daemon

The push daemon is responsible for replicating new and updated data upstream towards the

cloud. Whenever a row is written or updated on a local database, the row is marked as

dirty, with an update timestamp. The push daemon runs in the background and periodically

pushes dirty data to the receive daemon in the parent [116, 111]. To avoid saturating links or

overwhelming the parent, dirty data that is too large is pushed in batches sorted by timestamp

from older to more recent. After a row has been successfully pushed on to the parent receive

daemon, it will be marked as clean.

Receive Daemon

The receive daemon is a background process running on each replica that is not located on an

edge node. It is responsible for receiving data from the children’s push daemons on the node

and storing data on the persistent storage. It also records the latest update time as received

from each child.
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Query Server

The query server processes global queries, and is responsible to executing Algorithm 1 using

information recorded by the receive daemon.

5.3.2 Writing and Replicating Data

User applications write data directly to the Feather local store at the node they are running at.

To support replication and querying, the following columns are added to the client applications’

schema, and added to user writes by a client-side driver: (i) a timestamp column;(ii) a Boolean

dirty column to identify rows that have not yet been pushed up; and (iii) a prev loc that

determines from which node the row was received from. If the row was produced on the same

node, it will be populated with that node’s ID.

After data is written to a replica on a node, it is replicated (pushed) to ancestor nodes on

the path to the cloud. Feather implements a write log for each row of a table by adding a

timestamp column as the last element of the table’s clustering key. This is a UUID timestamp

that records the time the row was inserted. It is used to resolve write conflicts with a last-

write-wins policy, and to determine update times (Section 5.2.2). As described in Section 5.2.2,

Feather assumes that all replicas have sufficiently synchronized GPS clocks.

Modifications and updates are propagated through the hierarchy by the push daemon on

each node. The push daemon periodically selects all rows that have not been pushed to the

receive server (starting from the older ones) and sends them to the receive daemon on the parent

node through ZeroMQ [73], which writes the data to the parent’s persistent storage. Feather

marks a row dirty when it is inserted into the local Cassandra instance by a local write or the

receive deamon. The row is only marked as clear when the parent acknowledges reception and

storage of the write.

5.3.3 Implementing Global Queries

As shown in Figure 5.5, Feather queries follow the format of CQL queries, with additional

conditions on data freshness or result latency. To make porting applications easier, and since

it is built on top of Cassandra, we support almost all features provided by CQL, specifically all
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SELECT * | expression [, ...]

FROM table

[ WHERE condition ]

[ GROUP BY expression [, ...] ]

[ LIMIT count ]

[ LAXITY time-delta | DEADLINE time-delta]

Figure 5.5: The syntax of a query in Feather.

aggregate functions (*, MAX, MIN, AVG, COUNT, SUM) and most clauses (WHERE, GROUP BY,

ORDER, LIMIT, DISTINCT). This is sufficient for many eventually-consistent edge-computing

applications, and for the kind of high-volume queries executed on cloud Cassandra installations.

We do not support the CQL IN clause, as support of this clause is severely limited even in a

centralized Cassandra installation.

Our Feather prototype implements global read queries using Algorithm 1 as described in

Section 5.2.3. To support querying rows received from specific children (line 7 in Algorithm 1),

cloud and core nodes use a materialized view that includes conditions on the freshness and

from which children the query came from (edge nodes do not have this materialized view since

they do not have children to query.) The materialized view allows us to use an efficient IN

predicate, which Cassandra only supports on columns that are part of the primary key. When

a query is received on Feather with a requirement on freshness, the query is executed on the

materialized view rather than the original table. Consider an example query initiated on node

A from Figure 5.3:

SELECT * FROM table WHERE key = value

LAXITY = L

Since F ’s data is already on C, it can be fetched from C’s local store without querying the

child F . Thus, the query executed locally on C will be:

SELECT * FROM table WHERE key = value

AND timestamp > NOW() - L

AND prev loc IN (’F’,’C’)

where NOW() - L implements the freshness requirement.

Finally, To support GROUP BY global queries, we execute them without the GROUP BY
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condition and perform the GROUP BY operation in memory.

5.3.4 Merging Results

Algorithm 1 requires incrementally updating results sets (lines 8 and 11). For queries that

do not aggregate rows, we simply add the rows into the result set. For aggregate queries and

group by queries, we update the result based on the type of queries, for example by adding

values for sum, updating maximum/minimum, matching groups, and so on. Note our current

implementation of aggregate queries assumes rows sets are disjoint: the same row (or key) is

only created and updated by the same edge node. While this is sufficient for the scenarios we

are targeting, we discuss this limitation in Section 5.3.5.

To perform aggregation queries such as MIN, MAX, SUM, COUNT on a node, only a single

value is retrieved as a result from child nodes, for queries involving AVG, two values are required

to perform the aggregation – the average and the number of elements in the set. If there is a

GROUP BY clause, we compute the aggregation functions for each group, and send the results

to the parent node, which merges results from each group with those from other children.

Similarly, for a WHERE clause, the clause is applied locally on the data and then the result is sent

to parent node for aggregation. However for the DISTINCT, ORDER, LIMIT clause, our current

implementation aggregates result at the final layer of aggregation rather than at intermediate

nodes. While there is rich literature on more efficient aggregation [97, 81, 77], this is not the

focus of this work.

5.3.5 Prototype Limitations

Our current Feather implementation has certain limitations.

First, our implementation of aggregates (e.g., COUNT, SUM) currently assumes the set of rows

(or keys) written to by different nodes are disjoint, which is the common case in our targeted

applications. We plan to address this using data summary techniques such as Cuckoo filters [54]

and Count-Min sketches [45] to detect conflicts.

Second, while Feather supports deletion by the application, unlike some other systems [116]

we do not clear (i.e., evict) “live” data from intermediate nodes to reclaim space. For our target

applications, very old data is seldom relevant for the kind of ad-hoc queries we are targeting.
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Such data is often migrated from the cloud replica to a separate batch processing system or

cold-storage system in the cloud for later analysis and then deleted, or simply deleted by edge

nodes. Supporting such eviction is possible by only evicting data after it already been pushed

up, and by modifying the query server to also include local results.

Finally, queries can only read data written locally or propagated from descendants. Again,

this is by far the common case for the kinds of scenarios we target, where nodes make local

decisions based on local or downstream data. For the rare cases where a query needs data

from the whole network, we can offload it to the cloud and execute it there [137, 132]. Another

option is downstream replication. While we currently do not replicate data updates down the

hierarchy, this is not a fundamental limitation. In practice supporting periodic or on-demand

updating from parent replicas to children is a matter of engineering, and has been addressed

in prior works [116]. Alternatively, the global querying mechanism can be extended to perform

an upwards traversal followed by the usual downward traversal.

5.4 Evaluation

Since applications execute local read or write queries directly on the local Cassandra store of

each replica (Section 5.3), we focus instead on evaluating the performance of global queries.

We issue global queries in the cloud, as this allows better exploration of the trade-offs.

We evaluate Feather’s performance on several metrics:

• Latency, defined as the time between arrival of the user query and availability of results

Ta − Tq. This time includes all execution times on local and remote persistent stores, as

well as communication in the edge network.

• Staleness, defined as the difference between query answer time and the actual freshness

time of the results: Ta − Tf .

• Bandwidth, which we define as the total number of rows sent over all links in the edge

network.

• Work at edges, defined as the average number of rows retrieved by edge nodes from the

local Feather replicas to answer a query.
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Table 5.1: Toplogies in Controlled Experiments.

Topology Depth Split Nodes per tier Latency per tier

Wide 3 10 1-10-100 85, 45
Deep 5 3 1-3-9-27-81 70, 30, 20, 10
Medium 4 3 1-3-9-27 80, 85, 15

• Coverage estimation accuracy, our ability to correctly estimate how many data rows were

needed to answer the query (Section 5.2.5).

We evaluate Feather’s global query mechanism in both controlled and real-world experi-

ments. The bulk of our evaluation is carried out using controlled experiments. The evaluation

real-world experiment is detailed in Section 5.4.7.

5.4.1 Experimental Setup for Controlled Experiments

Our controlled experiments are designed to evaluate the benefits and limitations of Feather

under controlled settings and on a publicly available dataset. Each experiment uses one of

three topologies, summarized in Table 5.1: wide uses a network with depth of 3 and split of

10 (one cloud, 10 cores, and 10 edges for each core), deep with depth of 5 and split of 3, and

medium with depth of 4 and split of 3. We run each node on the edge network as a collection

of containers on an Amazon instance. The cloud node is an c5.xlarge AWS instance running

Ubuntu 18.04 and the the rest of the network is emulated on three m5.16xlarge instances.

Each topology has total edge-to-cloud latency of 130ms, divided between the network tiers as

explained in Table 5.1 (the end-to-end latency and tier division is similar to real edge networks,

such as in Section 5.4.7). The network delays and jitter between the containers is emulated

using Linux’s Traffic Control [14, 71], and each link has a bandwidth of 1Gbps.

For end user data, we use the New York Taxi dataset which is a repository of nearly 7

million rides of taxi collected for the month of December 2019 [142], sped up ×30 times to

provide more dense data and to allow experiments to run faster. This data set contains geo-

distributed labelled data (pickup and drop-off zones), as well as information such as fare amount,

number of passengers, and so on. We map each of the 265 geographical zones to the nearest

edge, assigning a roughly equal number of zones per edge. When inserting data, each row is
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Figure 5.6: Number of rows covered by each query over the length of experiment.

added to the relevant edge by drop-off zone.

We issue 3 queries on the data, all filtered to a window of the last 90 seconds of real time,

corresponding to 45 minutes of sped-up time. The select query returns the fare amount and

timestamp for all rides in the window for rides with distance larger than 8km. The groubpy

query groups all rides in the window by passenger count and returns the count of rides and sum

of fares, for computing average fare per passenger. The min query returns the minimum fare

for all rides in the window. These queries were selected to demonstrate the selection, grouping,

and aggregation mechanisms of Feather, and because they are representative of the kind of

queries that might be run in an application.

In each experiment, we run Feather for about 18000 seconds, which covers about a week of

recorded data. Figure 5.6 shows the number of rows covered by the 90 second window in each

such query, showing a clear diurnal pattern. Every second, we issue a single query with laxity

set between 0 and (D − 1) · f where D is the depth of the topology and f is the period of the

push demon. The query is selected in round robin order from the 3 possible queries described

above. To better measure steady-state behavior, we discard measurements from the first 300

queries in each run. Unless otherwise noted, we set the push daemon interval between two

pushes to f = 30 and jitter is set to 10% of link latency.

5.4.2 Latency/Staleness Trade-off

Feather is designed to provide controlled trade-off of answer latency and answer staleness in

global queries. This trade-off depends on query laxity, network topology, period of the push

demon, and data update distribution among the edges. To evaluate this trade-off, we run
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Figure 5.7: Mean query latency, result staleness, and bandwidth (rows sent over the network)
when running global queries on the medium topology using different global querying systems.

controlled experiments where we vary the first three, while fixing the data distribution to the

NYC Taxi data.

Figure 5.7 shows performance of global queries for the medium topology for several latency

levels. Sending all queries to the edge (laxity L = 0) results in fresh answers but high latency

and bandwidth usage. Running them on the cloud replica results in low latency and zero

bandwidth, but stale answers. Feather freshness guarantee (“hybrid”) provides flexible trade-

off of latency, bandwidth, and staleness, while guaranteeing the freshness threshold L. Error

bars show standard deviation. If the latency between nodes is known the optimal (minimum)

staleness value can be chosen, as the query answer time depends on the latency between nodes.

Figure 5.8 shows a more complete picture across different topologies and push daemon

period f . Each point depicts the answer staleness and latency for that query, and the color

indicates the lowest tier involved in answering the query.

The most immediate observation is that query performance is clustered based on the depth

of the lowest tier involved in answering them. This is partly because our controlled topologies

have similar latency for all nodes in a tier, and the key factor is the round-trip time from cloud

to the most distant node (we explore this in Section 5.4.7). We also observe that frequent

pushes (top row) result in much fresher answers, at the cost of increased load on the network.

What is the effect of topology on the trade-off? The wider spread of latency for on-cloud
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queries in the wide topology indicates increased load at the cloud. Thus, in wide and shallow

topology, setting higher push deamon period f might make more sense if we aim to reduce load

on the cloud. Finally, deeper network do not inherently result in larger overall latency, it is

the round-trip time that counts. Rather, deeper network result in more performance clusters,

allowing a more fine-grained trade-off of staleness vs. latency.

Different systems have different requirements: some aim to minimize average latency, while

others must meet an SLO such as 95th percentile of latency below a threshold. Feather can help

meet these objectives by setting a flexible upper limit of freshness. Figure 5.9 shows how system

operators can tune required laxity and push demon period to meet latency requirements. For
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example, on a medium topology, to have 95th percentile latency below 230ms with push period

f = 60, laxity must be set to L = 111 seconds. If this is too stale for application requirements,

using push period of f = 30 seconds with laxity of L = 50 will achieve the same thing. As

before, deeper topologies offer more fine-grained trade-offs.

A single static laxity setting may not be sufficient as the network conditions and data

distribution change. Since Feather provides freshness guarantee per query, it is amenable to

dynamically varying the freshness threshold as the workload changes. We plan to explore such

dynamic control policies in future work.

5.4.3 Bandwidth and Query Type

We measure the bandwidth used by each query as the number of rows sent over all links in

the edge network to answer the query. This depends not only on the data, but also the type

of query. Let rows(n) be the number of rows sent by the query sever in node n to the parent

to answer a query q. The total number of rows sent over the network is thus
∑

n rows(n). We

define the number of rows returned by each participating node to be 1 for aggregate queries

(min), and the number of groups in the node’s replica for grouping queries (groupby). For

nodes not queried, rows(n) is 0.

Figure 5.10 shows the bandwidth reduction for each query type and topology. Feather

reduces bandwidth across the board with even a modest laxity, since queries are answered by

a smaller set of nodes. Note that for queries that aggregate multiple response from all children
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to one response (min and groupby queries), the number of rows is basically a multiple of the

number of links in the network. Since the medium topology has fewer links than wide and deep

topologies, we see that those queries requires less bandwidth.

5.4.4 Work at Edge Nodes

Edge nodes are often resource-constraint, and one of goals of Feather is to offload work from the

edge nodes towards the inner nodes in the network (core and edge nodes). Figure 5.11 shows,

for every laxity level, the average number of rows accessed on the persistent store of local edge

replicas. As laxity increases, we observe a linear drop of rows accessed by global queries on edge

nodes, leaving more resources to deal with local queries. When laxity grows above the push

daemon period (L > f), practically all queries can be answered without involving edge nodes

since all new data would have been pushed to the core. Note this figure does not show accesses

to the persistent store by the push daemon itself. Such an access (once per updated row) would

be present in some form in any eventually-consistent database, and we are interested in the

extra work induced by ad-hoc queries.
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Figure 5.12: Rows covered per query across all topologies and laxity ranges. The left Figure
estimated row coverage compared to real row coverage. Dashed line shows equality (Y=X).
The right Figure estimation error (the difference between estimate and real row coverage) as a
function of how many nodes participated in the query. Dashed line shows the mean coverage
estimation error. For clarity, we only show a sample of queries.

5.4.5 Coverage Estimation

As detailed in Section 5.2.5, each global query returns an estimate of the number of rows

involved in answering it, and the percentage of rows used to answer the query. When queries

execute on the edge (L = 0), this number is accurate since we know how many rows were

accessed. When L > 0, we must estimate the number of updated rows in child nodes not

contacted by the algorithm, which we denote as E. Let Q be the true number of rows that

would be accessed for each query, and R the number of rows accessed by nodes involved in the

query. We define row coverage as R
E+R , i.e., the estimated fraction of rows needed to answer

the query, and the real coverage as R
Q . We also define node coverage as the fraction of nodes

that participated in answering the query.

Each point in the left Figure in 5.12 shows the real and estimated coverage for one query

from the deep, medium, and wide experiments with f = 30. Despite the simplicity of the

estimator for E, we see strong agreement between the real and the estimated row coverage.

The right Figure in 5.12 shows the coverage error, defined as the difference between the real

and estimated coverage. The mean coverage error is only 2.7%, confirming the accuracy of the

estimator. Unsurprisingly, when more nodes are involved in answering a query, the estimate is

more accurate. However, even when very few nodes participate in answering a query, coverage

error is below 25%.
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Figure 5.13: Effect of latency jitter on the 95th percentile latency with the medium topology.

5.4.6 Network Jitter

To evaluate the effect of network jitter on latency, we repeat the medium topology experiment

with latency jitter set to 1% and to 10%. Figure 5.13 shows the 95th percentile of latency for

different laxity levels. Since query servers must wait for the slowest child before replying to the

parent, latency jitter slightly increases latency of queries in higher percentiles, but has little

effect on mean latency.

5.4.7 Real World Experiment

california

Ohio Frankfurt Seoul

Toronto New York London Paris Singapore Tokyo

54.49 147.88 139.45

17.31 18.50 10.31 16.57 107.28 33.78

latency in ms

Figure 5.14: Topology of the real-world experiment. Numbers indicate mean measured round
trip time in milliseconds.

In this experiment we deploy Feather over a real edge network, comprised of 10 datacen-

ters from three different cloud operators spread over three continents. Figure 5.14 shows the

topology of the edge network, and the mean round-trip latency between every two datacenters.

We use geo-tagged public tweets as the dataset for this experiment to simulate the pattern

of event arrivals. In this emulation the creation of a tweet is a local event. We scraped a total
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of 1 million tweets from New York City, Toronto, London, Paris, Singapore, and Tokyo over a

one week period from December 2019 using Twint [121]. We up experiment time by ×7. As

with the previous experiment, we run over 33000 queries at a rate of 1 query per second, and set

the push daemon period to f = 30 seconds. The query we run is a max query on the number

of likes tweets have received in the past 10 minutes. For this experiment we do not add any

artificial network delay or jitter.

Figure 5.15 shows the latency/staleness trade-off for queries in the twitter experiment.

While the overall shape of the curve remains similar to those seen in Figure 5.8, we observe

many more clusters. Though the depth of the lower tier still determines query performance, we

observe that the key factor is the round-trip time from the cloud to the most distant node that

participated in answering the query. Since the link latency in this experiment is much more

varied, we can observe more clusters and even associate some of them with specific nodes.

Figure 5.16 shows the mean latency for each laxity level, which can be used to determine

laxity and push period to maintain SLOs. It also shows the average work per edge for this

experiment drops linearly with increased laxity, as with previous experiments, reaching zero

when L = f .

Finally, Figure 5.17 confirms that coverage estimation remains very accurate in the real-

world, with a mean error of 0.4%.
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5.5 Chapter Summary

We proposed Feather: a geo-distributed, eventually-consistent tabular data store for edge com-

puting applications that supports efficient global queries using a flexible freshness guarantee.

While most existing work execute global queries on one replica or push to edges, Feather ex-

ecutes global queries on a subset of the network required to meet the user-provided freshness

guarantees. Our evaluation of Feather on real and controlled settings shows that it is able to a

user-controlled trade-off between latency, staleness, bandwidth, and load on edge nodes.
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Edge computing promises highly responsive service by moving the data processing and

management resources closer to the end-users and devices. This decentralization of data and

process calls for new architectures for running applications as well as storing and managing

their data. In this thesis, we have identified the intrinsic properties of a suitable deployment,

execution, and storage layer for the edge and presented CloudPath, PathStore, SessionStore,

and Feather. These systems take the first steps to make the edge computing vision a reality by

providing a new model for structuring and deploying applications and managing their data. In

particular, our contributions can be summarized as follows:

• Presenting Path Computing and deploying applications on a path from the edge towards

the cloud based on the principle of separating code and data. We implement this architec-

ture with CloudPath that consists of an execution environment that enables the dynamic

installation of light-weight stateless event handlers.

• Managing application data in a scalable manner by creating an eventually consistent

database that supports storage on a progression of datacenters deployed over the geo-

graphic span of a network. PathStore enables transparent data access across the hierarchy

of cloud and edge datacenters.

• Providing data consistency for mobile users and applications by presenting a data storage

layer that ensures session consistency on a top of otherwise eventually consistent repli-

cas. SessionStore groups related data access into a session and using a session-aware

reconciliation algorithm to reconcile only the data that is relevant to the session.

• Enabling distributed querying across a hierarchical edge computing platform by designing

and implementing a distributed query engine that exploits the hierarchical structure of

eventually-consistent geo-distributed databases to trade temporal accuracy (freshness) for

improved latency and reduced bandwidth. Rather than pushing queries to the edge or

executing them in the cloud, Feather pushes queries selectively towards the edge while

guaranteeing a user-supplied per-query freshness limit.

Below we summarize some potential directions for future research:
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CloudPath addresses the problem of application provisioning, deployment, and code execu-

tion on the edge. Caching application code on nearby datacenters will improve CloudPath’s

performance in terms of deployment time. The deployment time can also be reduced by using

pools of warm containers and rather than spinning a new container for each application when

requests arrive. Additionally, scheduling algorithms could decide where to run functions based

on the current load of the system. Moreover, while our current implementation relies on the

application developer to provide the system with hints on where to deploy functions, the system

should ultimately make this decision automatically. Embedding application functions on the

physical plane is an open research question. Finally, while we have implemented a series of

applications in section 3.5, and in other studies [50] for CloudPath, it would be interesting to

see how current applications can be modified to fit the CloudPath architecture.

In PathStore reads and writes are executed locally, and data transfer between datacen-

ters is managed automatically, but better caching polices could decide on when to evict data

based on load and usage. Improved caching policies can significantly improve the performance

of PathStore. Moreover, The current PathStore implementation is based on Cassandra; for

future work, it would be interesting to apply the concepts used in PathStore on other under-

lying databases in addition to Cassandra. Another essential improvement for PathStore would

be automatically choosing the push period based on network bandwidth and other resources

available on datacenters. Currently, this value is static, but future work can have a dynamic

approach in setting this parameter.

SessionStore addresses the problem of data consistency and provides session consistency

on top of an eventually consistent database. Ensuring read your own writes and monotonic

reads/writes is particularly beneficial for mobile applications where devices move between base

stations. SessionStore can be extended to provide a range of consistencies from eventual to

session to strong consistency. This is a challenging problem, especially given the scale and geo-

distribution of edge datacenters. Further, a combination of pro-active replication techniques

in conjunction with SessionStore’s session aware transfer algorithms to further mitigate the

latency of reconciliation can be explored.

Feather addresses the problem of data processing and querying in a geo-distributed database

and supports efficient global queries using flexible freshness guarantees. For future work, Feather
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can be improved in several ways. First, to address limitations, Feather should allow non-disjoint

keys to support more applications. Second, Feather can be improved by placing dynamic control

policies for the latency/staleness trade-off. By tuning the laxity parameter dynamically, we can

better adapt to changes in data distribution and query patterns. Finally, parameter adjustment,

such as finding the minimum staleness based on the network latency between nodes, can improve

the guarantees that are given to users.

Edge computing incorporates different technologies from various research areas such as dis-

tributed systems, wireless networks and virtualization hence there are wide-ranging challenges

for research and innovation in both academia and industry. In addition to potential extensions

mentioned above, we believe our systems can improve in the following ways:

• Improved replication strategies: As storage and process get cheaper, it may be benefi-

cial to proactively replicate and cache data and processes on regional datacenters rather

than centralized cloud datacenters with the pattern of data consumption determining the

caching policy.

• Privacy: One of the main benefits edge computing provides is that storage and processing

can be performed locally. For example, data gathered by sensors inside a house can

be processed locally, and only some analytical data is sent to the cloud [131]. Many

applications, including healthcare applications, can benefit from a processing and storage

layer that supports privacy and protects end-user data.

• Resource allocation: Datacenters on the edge have limited processing, storage, and band-

width resources, and they can be overwhelmed with requests. In a distributed environ-

ment, global resource allocation strategies that properly manage the processing, storage,

and network resources are required to ensure performance and reliability guarantees.

• Service level agreements (SLA’s) have not yet been defined for edge computing, a potential

direction for research is to identify new and compatible SLA’s for databases and process

on the edge that guarantee throughput and data availability and performance.

• Billing: With multiple service providers involved in the underlying network, an interesting

question is how to define billing mechanisms for edge computing? Different parameters
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can be considered, for example: how much resources are used, what resources are used,

what service guarantees are offered, etc.

• Fail-over capabilities: Networks on the edge of the network are more prone to error, and

maintaining the hardware on thousands of edge datacenters can be challenging. However,

the data storage layer should continue to provide uninterrupted data delivery services

when failures happen. An exciting avenue for research is how to balance between providing

reliability and performance at the same time.

Edge computing is evolving from merely providing some computational resources to nearby

devices to an essential infrastructure with services that significantly amplify the capabilities

of applications and devices. While many studies have offered ideas with limited real-world

implementations, this thesis offered solutions to bridge this gap by implementing systems that

fit the current real-world networks and solve some of the existing edge computing challenges.

When this gap is fully bridged, edge computing can emerge as a disruptive technology benefits

organizations, businesses, and users for decades to come.
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