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The task:build an optimal indexing technique for tree data.

The data to be indexed is not relational.

No absolute ordering property.
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Tree edit distance

Counts the minimum number of insert, delete and relabel
operations required to convert one tree into another

Takes almost O(m2n2) time.

Too inefficient for large trees.
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pq gram distance

A distance measure that compares trees on the basis of
number of common subtrees.

Can be tuned to set the trade-off between importance given to
structure vs. data.

Fast computation time.

Requires high storage space.

We try to build an efficient index structure and also determine the
exact nature of the structure vs data tradeoff.
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pq gram distance

Extended Tree for p = 3, q = 3
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pq gram profile

Multiset of pq grams

{∗, ∗,A , ∗, ∗,A } {∗, ∗,A , ∗,A ,B}

{∗, ∗,A ,A ,B ,C} {∗, ∗,A ,B ,C , ∗}

{∗, ∗,A ,C , ∗, ∗} {∗,A ,A , ∗, ∗,E}

{∗,A ,A , ∗,E,B} {∗,A ,A ,E,B , ∗}

{∗,A ,A ,B , ∗, ∗} {∗,A ,B , ∗, ∗, ∗}

{∗,A ,C , ∗, ∗, ∗} {A ,A ,E, ∗, ∗, ∗}

{A ,A ,B , ∗, ∗, ∗}
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pq gram distance

Definition (pq gram distance (Augsten [1]))

pq gram distance between two trees T1 and T2 is defined as

dpq(T1,T2) = |I1 ] I2| − 2.|I1 } I2|

where Ii is the pq gram profile for tree Ti .
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Choosing optimal p, q values

The performance of pq distance depends on the values of p and q.

Increasing p and q values makes the profile more rigid.

Decreasing them makes the profile insensitive to structure.

Increasing p relative to q increases importance given to
ancestors over children.
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Probabilistic analysis

To study the dependence of pq gram distance on p and q

we define a procedure for generating a random tree T .

analytically find the expected value and variance in pq gram
distance between two random trees.

Then we try to validate the results with experimental observations.
Another way to analyze the dependence is by generating one
random tree T1 and then performing insert, delete and relabel
operations on it to generate T2. The variation in dpq(T1,T2) with
change in p and q is observed.
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Probabilistic Analysis

Generating a random tree Given a label set Σ, a random tree Tk is
constructed as follows

1 Tk = {root}, i ← 0
2 Choose a leaf node v from Tk uniformly randomly.
3 Create ξ nodes by choosing ξ from N(µ, σ). Add them to Tk

as children of v.
4 i + +

5 if i < k goto 2
6 Assign a label to each node of Tk by sampling uniformly

randomly from the set of labels Σ.
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Probabilistic Analysis

Let lh,t and nh,t be random variables.
lh,t - number of leaves in Tk at height h.
nh,t - number of internal nodes in Tk at height h.
Let v be drawn from N(µ, σ). Then,

lh,t+1 = lh,t −
lh,t∑∞

h=0 lh,t
+ v

lh−1,t∑∞
h=0 lh,t

nh,t+1 = nh,t +
lh,t∑∞

h=0 lh,t
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Probabilistic Analysis

After t iterations

∞∑
h=0

nh,t = t

∞∑
h=0

(lh,t + nh,t ) = 1 + tv ⇒
∞∑

h=0

lh,t = (v − 1)t + 1

We finally get the following recursive equations

nh,t+1 = nh,t +
lh,t

(v − 1)t + 1

lh,t+1 = lh,t +
vlh−1,t − lh,t
(v − 1)t + 1

l0,0 = 1 , n0,0 = 0
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Probabilistic Analysis

lh,t+1 − lh,t =
vlh−1,t − lh,t
(v − 1)t + 1

⇒ ((v − 1)t + 1)(lh,t+1 − lh,t ) = vlh−1,t − lh,t

Let X(z1, z2) =
∞∑

m=−∞

∞∑
n=−∞

l[h, t]z−m
1 z−n

2 be the Z-tranform of l[h, t].

Then

(v − 1)z2(z2
∂X
∂z2

+ X) − (v − 1)z2
∂X
∂z2

+ z2X =
k
z1

X

This gives
∂X
∂z2

=
vX

(k − 1)z2(z2 − 1)

(
1
z1
− z2

)
Nitish Srivastava, Varunesh Mishra Indexing hierarchical data using pq grams



Introduction Analysis of dependence on p, q Index structure

Probabilistic Analysis

X =

(1 − 1
z2

)1/z1 1
z2 − 1


v

v−1

Using this we can compute lh,t for any h ,t . We also had

nh,t+1 = nh,t +
lh,t

(v − 1)t + 1

Therefore,

nh,T =
T∑

t=0

lh,t
(v − 1)t + 1
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Probabilistic analysis

The most general form of a label-tuple of a pq gram is

λ = (∗av1, v2, . . . , vb , ∗
c ,w1,w2, . . . ,wd , ∗

e)

where a + b = p, c + d + e = q, a, b, c, d, e ≥ 0

λp = (∗av1, v2, . . . , vb)

λq = (∗c ,w1,w2, . . . ,wd , ∗
e)

P(λ) = P(λp)P(λq)
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Probabilistic analysis

δk be a random variable equal to the pq gram distance between
two random trees.

Find how many times each λ occurs in Tk . Let this be ηi .

To find this we find how many times λ occurs in Tk with
anchor node at height h.

ηi =
k∑

h=0

ηi,h

To find ηi,h we find ηi,h,j the number of times λi occurs at a
given node position j at height h.

ηi,h =
∞∑

j=0

ηi,h,j
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Probabilistic analysis

Probability of occurence of λp(p part of λ
If a > 0 then λp can occur only at height h = b − 1. Therefore,

P(λp |a > 0) =


0 h , b − 1

1
|Σ|b

h = b − 1

Else it can occur anywhere.

P(λp |a = 0) =
1
|Σ|p

Combining the above,

P(λp) =
1
|Σ|b

(δa,0 + δa,0δh,b−1)

Nitish Srivastava, Varunesh Mishra Indexing hierarchical data using pq grams



Introduction Analysis of dependence on p, q Index structure

Probabilistic analysis

Probability of occurence of λq(q part of λ) If the anchor node is a
leaf node then d must be 0, ie

P(λq |vb is a leaf node) =

0 d , 0

1 d = 0

Let ξ be a random variable sampled from N(µ, σ), rounded to the
nearest integer x If the anchor node is not a leaf node, d must be
less than the number of children of the node (ξ).

P(λq |vb is not a leaf node) =


0 d > ξ

1
|Σ|d

l ≤ ξ
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Probabilistic analysis

The above can be combined as,

P(λq) =
1
|Σ|d

(δd,0P(leaf |h) + (1 − P(leaf |h)) P (d ≤ ξ)))

E[ηi,h,j] = P(λp)P(λq)

=
1

|Σ|b+d
(δa,0 + δa,0δh,b−1)(δd,0P(leaf |h)

+(1 − P(leaf |h))P(d ≤ ξ)))

Var[ηi,h,j] = P(λ) (1 − P(λ))2 + (1 − P(λ)) (0 − P(λ))2

= P(λ) (1 − P(λ))

= E[ηi,h,j](1 − E[ηi,h,j])

We can use the results of the tree analysis to find P(leaf |h). Then
using the statistics for lh,t and nh,t computed earlier, we build up
from

ηi,h,j → ηi,h → ηi
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Probabilistic analysis

dpq(T1,T2) = |I1 ] I2| − 2.|I1 } I2|

Therefore,

E[dpq(T1,T2)] = 2
∑

i

E[ηi] − 2
∑

i

E[min(ηi1 , ηi2)]
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Results obtained

Distance between two random trees varying p for different values
of µ
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Results obtained

Distance between two random trees varying q for different values
of µ
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Results obtained

Distance between one random tree and another generated by
random edit operations, varying p for different values of µ
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Results obtained

Distance between one random tree and another generated by
random edit operations, varying q for different values of µ
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Index structure for pq grams

In order to use pq gram distance, pq grams for each tree must
be stored in an efficient index strcuture.

We propose a reference-based indexing scheme based on
[2].

Select certain good trees in the database as references

Reference trees are selected using a maximum variance
heuristic

Each tree in the database is assigned a subset of these
reference trees.
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Reference selection using maximum variance
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Assignment of references
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Results obtained
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