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Abstract

Multiple viewpoints are often used in Requirements En-
gineering to facilitate traceability to stakeholders, to struc-
ture the requirements process, and to provide richer mod-
elling by incorporating multiple conflicting descriptions. In
the latter case, the need to reason with inconsistent models
introduces considerable extra complexity. This paper de-
scribes an empirical study of the utility of multiple world
reasoning (using abduction) for domain modelling. In the
study we used a range of different models (ranging from cor-
rect to very incorrect), different fanouts, different amounts
of data available from the domain, and different modelling
primitives for representing time. In the experiments there
was no significant change in the expressive power of mod-
els that incorporate multiple conflicting viewpoints. Whilst
this does not negate the advantages of viewpoints during
requirements elicitation, it does suggest some limits to the
utility of viewpoints during requirements modelling.

1. Introduction

Acquiring and consolidating software requirements from
different stakeholders is a time-consuming and costly pro-
cess. If this process is managed poorly, the specifications
have to be reworked repeatedly or the runtime system has
to be extensively modified. In viewpoint-based require-
ments engineering, an emphasis is placed on capturing sep-
arate descriptions of the viewpoints of different stakehold-
ers, and on identifying and resolving conflicts between them
(e.g. [7, 11, 22]). In their survey of viewpoints-based ap-
proaches, Darke & Shanks [3] note that “If different per-
ceptions of the same problem domain can exist, then it may
not always be possible, or desirable, to develop a single in-
tegrated viewpoint [that] attempts to satisfy the needs of all
stakeholders”. In this paper we set out to test the extent to

which it is necessary to maintain multiple conflicting view-
points during requirements modelling.

Viewpoints have been widely used in requirements engi-
neering for a number of different reasons. Primarily, the
motivation has been the observation that different stake-
holders will have different views and perceptions of the
problem domain. However, viewpoints have also been used
to characterize entities in a system’s environment [15], to
characterize different classes of users [27], to distinguish
between stakeholder terminologies [28], and to partition the
requirements process into loosely coupled workpieces [23].

A key advantage to the use of viewpoints is that inconsis-
tencies between viewpoints can be tolerated [8]. Toleration
of inconsistent viewpoints is beneficial for three different
aspects of requirements engineering:

1. Stakeholder buy-in and traceability. By capturing sep-
arately different stakeholder viewpoints during elicita-
tion, stakeholders can identify their contributions, and
requirements can be traced back to a source.

2. Structuring the process. By permitting parallel devel-
opment of separate ‘workpieces’, with no hard con-
straint on consistency between them, the analysis and
specification process can be distributed amongst a
team of developers.

3. Structuring the descriptions. Richer requirements
models can be obtained by separating out different
concerns, employing multiple problem structures, and
delaying resolution of conflicts.

However, toleration of inconsistency comes with a price.
Reasoning about inconsistent requirements models is com-
putationally expensive. Most existing requirements mod-
elling and verification approaches assume a consistent
model, and provide little or no support for managing in-
consistencies. If inconsistency is to be tolerated during
modelling and analysis, then multiple world reasoning is
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needed. Such reasoning must be able to identify inconsis-
tencies, sort the model into consistent worlds1, and com-
pare and evaluate inferences from the alternative worlds.
Computationally this is NP-hard2. Even so, practical sys-
tems can be built to do reasoning over inconsistent theo-
ries for reasonable sized problems. We have explored two
general approaches for this, namely labelled paraconsistent
logics [13] and graph-based abduction [18].

So, on the one hand, it is clear that multiple viewpoints
play an important role in requirements elicitation. On the
other hand, it is reasonable to assume that eventually a con-
sistent specification will be needed as the basis for design
and implementation. At what point should we attempt to
combine the multiple viewpoints into a single consistent
model? In the past we have argued that the maintenance
of inconsistent viewpoints during requirements modelling
is important, as the inconsistencies indicate areas of un-
certainty, where more stakeholder input is needed [9, 11].
We have even argued that it is possible to leave some in-
consistencies unresolved in baselined specifications, when
the cost of removal is greater than the risk of misinterpreta-
tion3. However, the trade-off between these advantages and
the computational complexity during analysis has not been
investigated.

In this paper, we describe an initial experiment in which
we tested the utility of multiple worlds reasoning for re-
quirements modelling. Broadly speaking, the requirements
process can be seen as a collection of activities including:
(a) eliciting goals from (multiple) stakeholders; (b) building
domain models that explain and support the goals; (c) using
these models to reason about satisfaction of, and interaction
between, the goals; (d) validating the goals and models with
stakeholders; (e) iterating all of these activities. Different
requirements engineering methods instantiate this process
in different ways, such that the activities are ordered in dif-
ferent ways, supported by different kinds of modelling for-
malisms. Our experiments with multiple worlds reasoning
refer only to computational support for activity (c). Specif-

1We distinguish betweenviewpoints, which represent individual stake-
holders’ contributions, andworlds, which are used during reasoning to
sort the knowledge into consistent subsets. If several viewpoints are con-
sistent, they can be represented in a single world. If a set of viewpoints
contains inconsistencies, we could sort their contents into a minimal num-
ber of consistent worlds, such that there need not be any direct correspon-
dence between a viewpoint and a world. Viewpoints are used to preserve
traceability to stakeholders’ contributions, while worlds are used purely to
facilitate reasoning.

2Take a set of propositional clauses, C and an algorithm A that gener-
ates the maximal consistent subsets of C. If A returns C then C is consistent
(and therefore satisfiable). Hence A is a solution to SAT, an NP-complete
problem.

3We observed a simple example in the Shuttle Flight Software Spec-
ifications, where an input variable was referred to as taking valuestrue
and falseat one point, andon andoff at another. Because the program-
ming language accepts either as synonyms, and the cost of correcting the
specifications was large, the inconsistency was ignored.

ically, we are exploring how automated reasoning can help
us to evaluate different models:

1. Which models provide best coverage of a set of goals?

2. Which models provide fairest coverage of different
stakeholders’ goals?

3. Which models provide best coverage of sets of con-
flicting goals?

4. Which models obtain the highest score in covering a
set of weighted goals?

5. Which models obtain the highest score for covering a
set of goals when weights are added to model proper-
ties (e.g. size, complexity, readability, etc)

The experiment described in this paper addresses the first
of these questions. The experimental results were surpris-
ing: for the domain studied, multiple worlds provide little
or no extra coverage of the goalset than a single world.

The framework we use in this paper for exploring multi-
ple worlds reasoning is graph-based abduction. Informally,
abduction is the inference to the best explanation [24]. More
precisely, abduction makes assumptions in order to com-
plete some inference. Mutually exclusive assumptions are
managed in separate worlds [19]. That is, given a theory
containing contradictions, abduction sorts those contradic-
tions into consistent portions. In this case, the theory is the
union of the viewpoints of different stakeholders. Queries
can be written to assess the different worlds. Abduction al-
lows us to examine the trade-offs between different worlds.

The paper is structured as follows. We first briefly ex-
plain our abductive framework, together with the graphi-
cal notation we use, and show how this framework handles
conflicting viewpoints during requirements modelling. We
then describe an experiment in which we mutated an ini-
tial viewpoint to obtain a range of conflicting viewpoints,
and then measured the utility of the multiple viewpoints in
explaining our dataset. In requirements terms, this is the
equivalent to testing whether multiple world reasoning is
useful in domain modelling in order to capture all of the de-
sired behaviors. The experiment will show that, at least in
the domain studied, there is little benefit in using multiple
world reasoning. We discuss the implications of this result
for viewpoint-based requirements engineering, and propose
some follow-up studies.

2. Abduction approach

This section offers an example of requirements engi-
neering using abduction. The example is loosely based on
the softgoal and goal-based requirements engineering ap-
proaches [20,21].
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Figure 1. Viewpoints from two experts:
adapted from [20]. Dr. Thick’s and Dr. Thin’s
ideas are shown in thick and thin lines re-
spectively. Squares denote and-nodes

Colin, our requirements engineer, has interviewed two
software managers, Dr. Thick and Dr. Thin, to create the
viewpoints of figure 1. These viewpoints are recorded us-
ing the QCM notation [19]. Squares denoteand-nodes:
i.e. conjunctions that follow some premise. Each variable
has three states:up, downor steady. These values model
the sign of the first derivative of these variables. There
are two types of dependencies between them, as follows:
Dr. Thin’s direct connection betweenflexibility andflexi-
ble work patterns(denoted with plus signs) means Dr. Thin
would explainflexible work patternsbeingup or downus-
ing flexibility beingup or down respectively. Dr. Thick’s
inverseconnection betweenflexibility and maintainability
(denoted with minus signs) means that Dr. Thick would
explainmaintainabilitybeing up or downusing flexibility
beingdownor up respectively. Note that our doctors hold
some of the same views, but focus on different aspects of
the system. Note also that they disagree on the connection
betweenflexibility andmaintainability. Dr. Thin holds the
standard view that future change requests are best managed
via a flexible system. Dr. Thick takes the opposite view
saying that when developers work in very flexible envi-
ronments, their bizarre alterations confuse the maintenance
team.

How can we validate Dr. Thick and Dr. Thin’s view-
points? One method is to test them against a library of
known or desired behavior. Dr. Thick or Dr. Thin’s ideas
are sensible if they can reproduce that behavior. Further,
one expert’s model is better than others if that model can
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Figure 2. Union of the viewpoints of figure 1.

explain more known behavior than its competitors. How-
ever, selecting one of these expert viewpoints in preference
to the other may not yield the best solution. It is unlikely
that, for example, Dr. Thick is totally correct and Dr. Thin
is totally wrong. It would be preferable to combine portions
of Dr. Thick and Dr. Thin’s viewpoints. Hence, we begin
our example by combining the viewpoints to generate fig-
ure 2. This combined space will be explored, looking for
portions that explain a desired set of behaviors.

Experience suggests that if we combine everyone’s
ideas, then we should routinely expect our models to in-
clude different, incomplete, and inconsistent viewpoints
(e.g. disagreements over the relationship betweenflexibility
andmaintenance). In classical deductive logic, if we can
prove a contradiction in a theory, then that theory becomes
useless since anything at all can be inferred from a contra-
diction. Consider the case when(usability=down, perfor-
mance=up)are inputs to Dr. Thin’s model. We can now
infer two contradictory conclusions:flexibility=up andflex-
ibility=down. In classical deductive logic, we would have to
declare the model useless. In this case, validating the mod-
els against a library of behaviors tells us nothing about the
models. The principle advantage of abduction for require-
ments engineering is that it is tolerant of inconsistency.

2.1. Graph-based Abductive Validation

Graph-based abductive validation [17, 19] allows us to
perform inference on an inconsistent model, and hence
check the relative claims of Dr. Thick and Dr. Thin. Graph-
based abductive validation builds explanations (worlds) for
each pair<inputs, goals> in the library of known or desired
behaviors. The pairs<inputs, goals> represent specific be-
haviors that we would like the model to cover, i.e. start-
ing from the given set ofinputs, can thegoalsbe derived



in the model? In general, these pairs might represent use
cases, observed states of the world, or high level require-
ments expressed as goals. Worlds are built by finding all
possible proofs from goals back to inputs across a directed
graph. Each maximally consistent subset of those proofs
is a world. Worlds are internally consistent. Contradictory
assumptions are stored in separate worlds. Each world is
scored via its intersection with the total number of goals we
are trying to explain. A model is then assessed by comput-
ing the largest score of its worlds. This approach was first
proposed by Feldman and Compton [10], then generalised
and optimised by Menzies [17, 19]. Abductive validation
has found a large number of previously unseen errors in
scientific theories taken from international refereed publi-
cations. The errors had not previously been detected and
had escaped peer review prior to publication.

To demonstrate how graph-based abductive validation
allows us to validate a model that is based on multiple
conflicting viewpoints, consider the case where the inputs
areperformance=upandusability=down, and the goals are
task switching=up, future growth=upandsharing of infor-
mation=down. There are five proofsP across figure 2 that
can reach these goals, from those inputs:

� P.1 : performance=up, task switching=up

� P.2 : usability=down, flexibility=up, flexible work
patterns=up, task switching=up

� P.3 : usability=down, flexibility=up, future
growth=up

� P.4 : usability=down, sharing of information=down

� P.5 : performance=up, flexibility=down, flexible work
patterns=down, sharing of information=down

Note that these proofs contain contradictory assump-
tions; e.g. flexibility=up in P.2 and flexibility=down in
P.5 . When we sort these proofs into maximal subsets
that contain no contradictory assumptions, we arrive at the
worlds shown in figure 3. Note that world #1 covers all our
output goals while world #2 only covers two-thirds of our
outputs.

The use of viewpoints in requirements engineering is
geared towards gaining stakeholder buy-in and facilitating
discussion as much as it is about selecting the best model.
Hence, this abductive approach does not offer automatic
support for resolving conflicts between different experts.
However, it does support the automatic generation of re-
ports describing the relative merits of the ideas of Dr. Thick
and Dr. Thin as follows:

� We can explain all the behaviors in our dataset by com-
bining portions of the viewpoints of Dr. Thick and Dr.
Thin. (see world #1).

� We can find inconsistencies in the original viewpoints.
For example, Dr. Thin and Dr. Thicks’s edges can
be found in both worlds. Hence, with respect to the
our dataset, (inputs(productivity=up, usability=down)
and goals(future growth=up, sharing of informa-
tion=down, task switching=up)), our doctor’s view are
inconsistent.

� We can assess the overall merits of different worlds.
This can be achieved through a variety of scoring func-
tions for generated worlds. For example, we might
give world #1 a higher score than world #2 because
world #1 covers all the output goals. More sophis-
ticated scoring functions might give higher scores to
worlds that contain multiple reasons for believing each
each node and that offer explanations for the desired
goals.

Note how Colin has guided our doctors to a point of
collaboration, despite conflicting viewpoints. Rather than
focus on their obvious dispute (the effects of flexibility on
maintenance), Colin has shown our doctors how to work
together using other portions of their viewpoints.

In summary, abductive reasoning builds worlds from
the union of the viewpoints of different stakeholders.
Conflicting viewpoints generate multiple worlds and non-
conflicting viewpoints generate one world. This framework
will be used below to assess the utility of multiple world
reasoning for resolving conflicting viewpoints. In particu-
lar, we will assess whether generating multiple worlds pro-
vides greater expressive power than a single world chosen
at random from those generated.

2.2. Advantages of this approach

This abductive approach has a number of advantages.
Firstly, unlike existing viewpoints frameworks, it is not nec-
essary for users to enter their requirements into explicitly la-
beled separate viewpoints, which are then assumed to be in-
ternally consistent. Recalling the above example, abduction
can handle inconsistencies within the viewpoint of a single
expert. Further, this approach can check if the explicitly
labeled viewpoints really are in conflict: if they don’t gen-
erate different worlds when they are combined, then they
are not in conflict.

Secondly, this approach can find composite consistent
models that use portions of each expert’s knowledge to
solve some task (see world #1, above).

Thirdly, graph-based abductive validation is not the
Justification-based Truth Maintenance System (JTMS) style
[5] approach used in other conflict recognition and manage-
ment systems (e.g. [26]). A JTMS searches for a single set
of beliefs. Hence, by definition, a JTMS can only repre-
sent a single viewpoint at any one time. Our approach is
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Figure 3. Worlds from figure 2. Ellipses denote the key assumptions that define a world. World
#1 contains the proofs that do not contradict flexibility=up; i.e. P.1, P.2, P.3, p.4 . World #2
contains the proofs that do not contradict flexibility=down; i.e. P.1, P.4, P.5 . Dashed lines denote
inferences that should be supported by the original model, but which are contradicted by the current
set of inputs and goals.

more like the Assumption-based Truth Maintenance Sys-
tems (ATMS) [4] than a JTMS. An ATMS maintains all
consistent belief sets. We believe that an ATMS approach
is better suited to conflict management in requirements en-
gineering, since the different belief sets (viewpoints) are
available for reflection.

Fourthly, one striking feature of other systems that sup-
port multiple-worlds (e.g. CAKE [26],TELOS [25]) is their
implementation complexity. Rich and Feldman especially
comment on the complexity of their heterogenous architec-
ture [26]. We have found that it is easier to build efficient
implementations [17, 18] using the above graph-based ap-
proach than using purely logical approaches. These tools
do not suffer from the restrictions of other tools. For ex-
ample, while Easterbrook’s SYNOPTIC tool only permits
comparisons of two viewpoints [6], our approach can com-
pareN viewpoints.

Lastly, the approach is simple enough that we can per-
form experiments on the utility of multiple world reasoning
under different circumstances. The remainder of this paper
describes such an experiment.

3. Looking for Multiple Viewpoints

In exploring the utility of multiple viewpoints, we have
found it useful to distinguish between use of multiple view-
points during elicitation and their use during modelling and
analysis. For the former, viewpoints can be used to rep-
resent different stakeholder’s contributions, and to provide

traceability back to an authority for each piece of informa-
tion [12]. For the latter, viewpoints can be used to model
and analyze conflicting information. In this paper, we are
concerned primarily with the modelling and analysis is-
sues, and in particular the need for multiple world reason-
ing. Viewpoints offer a number of other benefits for require-
ments modelling, including the use of multiple representa-
tion schemes, multiple problem structures, and the ability to
partition the modelling process itself. However, if there is
no inconsistency, then these benefits are essentially presen-
tation issues: the same benefits could be achieved by taking
projections and translations of a single, consistent model.
That is not to say that such issues are trivial, but rather that
it is the handling of inconsistency that makes viewpoints
truly interesting for requirements modelling.

Our experiments are concerned with the use of view-
points for requirements modelling and analysis. We would
expect that if conflict and uncertainty in requirements is
commonplace, one would find that multiple viewpoints
would surface during modelling and analysis, regardless
of whether they were used to structure the elicitation. As
we have seen, our abductive framework provides a tool for
identifying consistent worlds (i.e. viewpoints) in a model
that contains inconsistencies, and indeed, multiple world
reasoning is regarded as normal in abduction. Kakas et.al.
[14] remark that a distinguishing feature of abduction is the
generation of multiple explanations (worlds). Researchers
into qualitative models often comment on the indeterminacy
of such models (the generation of too many worlds). Clancy



and Kuipers suggest that qualitative indeterminacy is the
major restriction to the widespread adoption of qualitative
reasoners [2].

Curiously, and contrary to the experience of Clancy,
Kuipers, Kakas, et.al, graph-based abductive validation ex-
hibits very little indeterminacy [16]. That is, when we
checked for multiple worlds, we could not find them. This
was such a surprising observation that we proceeded to con-
duct the following experiment. The aim of the experiment
was to try and force graph-based abductive validation to
generate numerous worlds. The experiment took an exist-
ing domain model, and mutated it to obtain a large number
of alternative models, each of which was different from the
original model.

Firstly, as an example domain model, some quantitative
equations of a fisheries system were taken from Bossel [1]
(pages 135-141) and converted into a QCM-style model, as
shown in figure 4. Note the two variableschange in boat-
Numbersandchange in fishPopulation. These change vari-
ables explicitly model the time rate of change of variables.
The simulation data from the quantitative equations offered
state assignments at every year. To handle such temporal
simulations, the qualitative model was copied, once for ev-
ery time tick in the simulation. That is, variables likefish-
Catchwere copied to becomefishCatch@1, fishCatch@2,
etc. Variables at timei were connected to variables at time
i+1 using atemporal linking policy(discussed below).

Once we had a QCM model, we used graph-based ab-
ductive validation to try and reproduce data sets generated
from the original quantitative equations. In our modelling
exercise, this was essentially a validation step: does our
model capture all the behaviors described in the original
equations?

Then, to explore the multiple viewpoints issue, we built
severalmutatorsto generate 100,000s of different experi-
mental treatments. The generated treatments contained (i)
a range of different models (ranging from correct to very
incorrect); (ii) models with different fanouts, (iii) different
amounts of data available from the domain; (iv) different
temporal linking policies.

One mutator added edges to the fisheries model.
The original model has 12 nodes and 17 edges
(fanout=17/12=1.4). This mutator added 0, 5, 10, 15, 20,
25 or 30 new edges at random (checking all the time that
the added edges did not exist already in the model). That is,
the model fanout was mutated from 1.4 to (17+30/12=3.9).

A second mutator corrupted the edges on the original
fisheries model. This mutator selectsN links at random in
the fisheries model and flipped the annotation (++ to and
visa versa). There are 17 edges in the fisheries model. Note
that as the number of edges mutated increases from 0 to 17,
the mutated model becomes less and less like the original
model. That is: atmutations=0we are processing the orig-
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Figure 4. The fisheries model. Adapted
from [1] (pp135-141).

inal (correct) fisheries model; atmutations=17we are pro-
cessing a very incorrect fisheries model; atmutations=2..16
we are processing progressively worse fisheries models.

A third mutator changed the amount of validation data
available to our graph-based abduction. The complete set
of Bossel equations provide values for all variables at all
time points. The third mutator threw away some of that data
to produce data sets with 0,10,..,90 percent of the variables
unmeasured (denoted asU percent unmeasured).

A fourth mutator changed how the variables were con-
nected across time. The XNODE temporal linking policy
connects all the explictedly-marked temporal variables from
time i to time i+1 ; e.g. change in boatNumbers=up@1to
change in boatNumbers=up@2. Note that there are only
two explicit temporal variables in fisheries. It was thought
that, since the number of connections were so few, this
could artificially restrict world generation. Hence, another
time linking policy was defined which made many cross-
time links. The IEDGE temporal linking policy took all
edges fromA to B in the fisheries model and connectedA@i
to B@i+1. XNODE and IEDGE are compared in the fol-
lowing example. Consider a model with two variables, A
and B, with a direct connection from A to B, and an inverse
connection from B to A. Figure 5 shows how the XNODE
and IEDGE linking policies expand this model over three
time steps.

The above mutators were combined as follows. The
Bossel equations were used to generate 105 pairs of inputs
and outputs. For statistical validity, the following procedure
was repeated 20 times for each of IEDGE and XNODE:

� 0 to 17 edges were corrupted, once for each value of
U (0,10,..,90). This led to 7200 models (20*2*10*18)



xnode:
explicit node
linking

a1
--
++ b1

--

++

++

--

a2
--
++ b2

a3
--
++ b3

iedge:
implicit edge
linking

a1
--
++ b1

a2
--
++ b2

a3
--
++ b3

++

++

Figure 5. Direct(A,B) and inverse(B,A)renamed
over 3 time intervals using different time
linking policies. Dashed lines indicate time
traversal edges.

executed over the 105 input-output pairs (7200*105=
756,000 runs).

� 0, 5, 10, 15, 20, 25 or 30 edges were added, once for
each value ofU leading to 20*2*10=400 models being
executed 105 times (42,000 runs)

The results are shown in figure 6.
Note the low number of worlds generated. Our read-

ing of the literature (e.g. [2, 14]) led us the expect far more
worlds than those observed here (maximum=5) Also, note
the humpshape in all the results graphs. As we decrease
the amount of data available, there is less information avail-
able to constrain indeterminacy. Hence, initially, less data
means more worlds. However, after some point (around
50 percent unmeasured), another effect dominates and the
number of worlds decreases. We conjecture that relevant
envisionments are the cause of the low number of worlds.
World-generation is a function of the number of conflicting
assumptions made by the reasoner. As the percentage of un-
measured variables increases, the size of the input and out-
put sets decreases. In total envisionments, this has no effect
on the number of assumptions made since total envision-
ments offers assumptions for all variables. However, attain-
able envisionments make fewer assumptions while relevant
envisionments make even less. Hence, for low-assumption
envisionment policies (e.g. relevant envisionments), world-
generation is reduced when the amount of data from the do-
main is reduced.

In summary, only certain interpretations of time (e.g.
IEDGE) generate the multiple viewpoints that we expected.

In other words, the generation of multiple worlds is ex-
tremely sensitive to the choice of modelling constructs, and
some constructs will not generate multiple worlds. Our ini-
tial reaction was that if XNODE does not generate multiple
worlds, then it is less expressive as a modelling language,
and would be poorer at capturing all the behaviors in the
original data. However, our next experiment contradicted
this interpretation.

For the next experiment, we explored whether models
that generated multiple worlds were more expressive. We
modified the graph-based abductive validation procedure,
so that instead of returning the world(s) that explained the
most number of outputs, we returned any single world, cho-
sen at random. The results of that one-world abduction
run were compared to the results gained from full multiple-
world abduction. For this experiment, we used the same test
rig as was used in the edge corruption experiment described
above; i.e. another 756,000 runs. A sample of those results
are shown in figure 7.

In these graphs, the percentage of behaviors found in
the worlds is shown on the y-axis (labelledpercent expli-
cable). For multiple-world abduction, the maximum per-
centage is shown; i.e. this is the most explanations that the
model can support. For one-world abduction, the percent
of the one-world (chosen at random) is shown. Note that,
at most, many-world reasoning was ten percent better than
one-world reasoning (in the IEDGE graph for U=40 and 10
edges corrupted). The average improvement of many-world
reasoning over one-world reasoning was 5.6 percent. That
is, in millions of runs over thousands of models, there was
very little difference seen in the worlds generated using one-
world and multiple-world abduction.

4. Discussion

There are a number of conclusions we can draw from the
experiments we have described. Multiple worlds reason-
ing is only useful if (i) the worlds are truly different and
(ii) there is some value in incorporating multiple worlds
in a requirements model. We have explored these two is-
sues using our abductive framework. Abduction can check
if some explicitly named viewpoints are truly different: if
they don’t generate different worlds when they are com-
bined, then they are not truly different. Also, by comparing
one-world abductive validation to multiple-world abductive
validation, we can assess the merit of maintaining multiple
viewpoints. Experimentally, we have shown here that for a
range of problems (different models ranging from correct to
very incorrect, different fanouts, different amounts of data
available from the domain, different temporal linking poli-
cies) multiple world reasoning can only generate marginally
better results than one-world reasoning (ten percent or less).
Hence, in the domain explored by these experiments, there
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Figure 6. IEDGE (solid lines), XNODE (dashed lines),

is little or no value in multiple world reasoning.

Before exploring the impact of this finding on require-
ments engineering, we need to consider the limitations of
our experiment. The questions we need to address are
whether the model we chose is representative of typical re-
quirements models, whether the results scale, and whether
there are important aspects to our model that we have ig-
nored.

At first sight, our qualitative modelling language, QCM,
may not seem appropriate in requirements engineering.
However, our abductive approach merely performs abduc-
tive reasoning over a graph. Hence, we would expect the
results to hold for any model that can be represented as
a graph of similar shape to those generated in our experi-
ments.

Secondly, our analysis is based on mutations of a sin-
gle small model,fisheries. Perhaps an analysis of larger,
more intricate models, would offer different conclusions?
While we acknowledge this possibility, we note fisheries
was just the initial model that seeded our mutators. Thou-
sands of variants on fisheries were constructed, many of
which were more complicated than fisheries (recall the first
mutator added edges into the model). As to larger theories,
we showed above that multiple viewpoint reasoning is NP-
hard; i.e. this type of reasoning is will not be possible for
very large models. Our approach shares this size restric-
tion with all other techniques for reasoning over inconsis-
tent models. In other words, for the range of models over

which multiple world reasoning is feasible, it might not be
useful.

Thirdly, our experiment assumed that it is possible and
appropriate to assess theworth of a viewpoint along the
lines ofwhat percent of known or desired behavior is found
in that viewpoint?This seems perfectly reasonable for re-
quirements modelling, both for modelling an existing sys-
tem and for modelling the desired behaviors of a new sys-
tem. A problem here is that in requirements modelling,
large datasets describing the desired behaviors may not be
availablea priori. In this case, the aim of requirements
modelling is to generate the data from a model, and have
the stakeholders validate the generated data. In this case
our results still apply: we would not expect a multiple view-
points model to generate many more behaviors than a single
viewpoint model. A related problem is that our approach
ignores other measures of worth of a viewpoint. For exam-
ple, an alternative measure of worth might be the degree to
which including the viewpoint secures buy-in from a stake-
holder. Our experiment does not consider such alternatives.
We plan to conduct a number of further experiments, to
determine whether the result holds for different evaluation
functions, to cover the five different cases described in the
introduction.

Fourthly, our scoring system for the worth of each view-
point assumes there is a uniform distribution of goalutili-
ties. That is, it measures worth by the number of behaviors
explained, and ignores the fact that some behaviors may be
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Figure 7. Multiple-world abduction (solid line) vs one-world abduction (dashed line).

more important than others. This is an incorrect assumption
in most requirements processes. The differences in utilities
of stakeholders’ goals may be crucial when differences be-
tween their viewpoints are considered. We plan to conduct
further experiments to test whether our results hold if the
utilities on goals are varied.

So, within these limitations, our experiments appear to
show that during requirements modelling, multiple view-
point reasoning does not offer much advantage over single
viewpoint reasoning. This does not mean that viewpoints-
based requirements engineering should be abandoned. The
experiments do not question the utility of viewpoints during
elicitation. There are obvious benefits for capturing, sepa-
rating and tracing the inputs of different stakeholders. This
benefit almost certainly varies by domain, and there may be
domains for which stakeholders have very little impact on
software requirements4. Nevertheless, we expect that for
most types of system, viewpoints offer a practical way of
facilitating elicitation from multiple stakeholders.

In addition, there may well be domains where truly dif-
ferent viewpoints (of significantly different value) can be
generated during requirements modelling. Also, note that
in the second experiment, multiple world reasoning did im-
prove the coverage of the desired behaviors by a few per-
cent. In some domains, these few extra percent may be of
vital importance to the application. For example, in a medi-

4An example might be embedded software for device controllers, when
the hardware design is already fixed.

cal application, the few additional behaviors covered in the
model might include those saving thousands of lives.

In other domains, the utility of multiple viewpoint rea-
soning will depend on the type of model built. Multiple-
world reasoners are hard to build and understand. Our ex-
periments indicate that there are some domains, or some
parts of the requirements process where single world rea-
soning is sufficient.

Further experimentation is needed to confirm our find-
ings, and to explore the limitations we have described
above. For those domains in which the results hold we may
wish to modify how viewpoints are applied. For example, if
viewpoints are used for elicitation, our experiments would
indicate that it is possible to combine the viewpoints into a
single (consistent) requirements model earlier than we pre-
viously thought. We would expect that such a model may
become inconsistent as it evolves. However, where incon-
sistencies do arise, we would not expect them to result in
significantly different worlds, or if they do, those worlds
might not cover many additional behaviors.

5. Acknowledgements

We would like to thank Iain Phillips and Francesca
Toni of Imperial College for their helpful comments. This
work was partially supported by NASA through cooperative
agreement #NCC 2-979, and partially through UK EPSRC
funding for project MISE (GR/L 55964).



References

[1] H. Bossel. Modeling and Simulations. A.K. Peters Ltd,
1994. ISBN 1-56881-033-4.

[2] D. Clancy and B. Kuipers. Model decomposition and simu-
lation: A component based qualitative simulation algorithm.
In AAAI-97, 1997.

[3] P. Darke and G. Shanks. Stakeholder viewpoints in require-
ments definition: A framework for understanding view-
point development approaches.Requirements Engineering,
1(2):88–105, 1996.

[4] J. DeKleer. An Assumption-Based TMS.Artificial Intelli-
gence, 28:163–196, 1986.

[5] J. Doyle. A truth maintenance system.Artificial Intelli-
gence, 12:231–272, 1979.

[6] S. Easterbrook.Elicitation of Requirements from Multiple
Perspectives. PhD thesis, Imperial College of Science Tech-
nology and Medicine, University of London, 1991.

[7] S. Easterbrook. Handling conflicts between domain descrip-
tions with computer-supported negotiation.Knowledge Ac-
quisition, 3:255–289, 1991.

[8] S. Easterbrook and B. Nuseibeh. Using viewpoints for in-
consistency management.BCS/IEE Software Engineering
Journal, pages 31–43, January 1996.

[9] S. M. Easterbrook. Learning from inconsistency. InEighth
International Workshop on Software Specification and De-
sign (IWSSD-8), March 1996.

[10] B. Feldman, P. Compton, and G. Smythe. Hypothesis
Testing: an Appropriate Task for Knowledge-Based Sys-
tems. In4th AAAI-Sponsored Knowledge Acquisition for
Knowledge-based Systems Workshop Banff, Canada, 1989.

[11] A. Finkelstein, D. Gabbay, A. Hunter, J. Kramer, and B. Nu-
seibeh. Inconsistency handling in multi-perspective spec-
ification. IEEE Transactions on Software Engineering,
20(8):569–578, 1994.

[12] O. Gotel and A. Finkelstein. Extended requirements trace-
ability: Results of an industrial case study. InInternational
Symposium on Requirements Engineering (RE’97), pages
169–178, 1997.

[13] A. Hunter and B. Nuseibeh. Managing inconsistent specifi-
cations: Reasoning, analysis and action.ACM Transactions
on Software Engineering and Methodology, 7(4):335–367,
1998.

[14] A. Kakas, R. Kowalski, and F. Toni. The role of abduction
in logic programming. In C. H. D.M. Gabbay and J. Robin-
son, editors,Handbook of Logic in Artificial Intelligence and
Logic Programming 5, pages 235–324. Oxford University
Press, 1998.

[15] G. Kotonya and I. Sommerville. Viewpoints for require-
ments definition.IEE Software Engineering Journal, 7:375–
387, 1992.

[16] T. Menzies. Principles for Generalised Testing of Knowl-
edge Bases. PhD thesis, University of New South
Wales. Avaliable fromhttp://www.cse.unsw.edu.
au/˜timm/pub/docs/95thesis.ps.gz , 1995.

[17] T. Menzies. On the practicality of abductive validation. In
European Conference on Artificial Intelligence (ECAI’96)),
Budapest, Hungary, 1996.

[18] T. Menzies. Applications of abduction: Knowledge level
modeling. International Journal of Human Computer Stud-
ies, 45:305–355, September, 1996.

[19] T. Menzies and P. Compton. Applications of abduction: Hy-
pothesis testing of neuroendocrinological qualitative com-
partmental models. Artificial Intelligence in Medicine,
10:145–175, 1997.

[20] J. Mylopoulos, L. Cheng, and E. Yu. From object-oriented
to goal-oriented requirements analysis.Communications of
the ACM, 41(1):31–37, January 1999.

[21] J. Mylopoulos, L. Chung, and B. Nixon. Representing
and using nonfunctional requirements: A process-oriented
approach. IEEE Transactions of Software Engineering,
18(6):483–497, June 1992.

[22] B. Nuseibeh. To beand not to be: On managing inconsis-
tency in software development. InProceedings of 8th In-
ternational Workshop on Software Specification and Design
(IWSSD-8), pages 164–169. IEEE CS Press., 1997.

[23] B. Nuseibeh, J. Kramer, and A. C. W. Finkelstein. A
framework for expressing the relationships between multi-
ple views in requirements specification.IEEE Transactions
on Software Engineering, 20(10):760–773, 1994.

[24] P. O’Rourke. Working notes of the 1990 spring symposium
on automated abduction. Technical Report 90-32, University
of California, Irvine, CA., 1990. September 27, 1990.

[25] D. Plexousakis. Semantical and ontological considerations
in telos: a language for knowledge representation.Compu-
tational Intelligence, 9(1), February 1993.

[26] C. Rich and Y. Feldman. Seven layers of knowledge
represeentation and reasoning in support of software de-
velopment. IEEE Transactions on Software Engineering,
18(6):451–469, June 1992.

[27] D. T. Ross. Applications and extensions of sadt.IEEE Com-
puter, 18:25–34, 1985.

[28] R. Stamper. Social norms in requirements analysis: an out-
line of measur. In M. Jirotka and J. A. Goguen, editors,Re-
quirements Engineering: Social and Technical Issues, pages
107–139. Academic Press, 1994.


