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Abstract. Mapping know-how, which is knowledge of how to achieve specific
goals, is important as the creation pace and amount of knowledge is tremen-
dously increasing. Thus, such knowledge needs to be managed to better
understand tradeoffs among solutions and identify knowledge gaps. Drawing
from goal-oriented requirements engineering, in this paper we propose a spe-
cialized (and light weight) use of concept maps to map out contributions to
problem-solving knowledge in specific domains. In particular, we leverage on
the means-end relationship which plays a major role in such domains and further
extend it to be able to depict alternatives and tradeoffs among possible solutions.
We illustrate the approach using problems and solutions drawn from two
domains and discuss the usefulness and usability of the know-how maps. The
proposed mapping approach allows for a condensed representation of the
knowledge within a domain including the contributions made and the open
challenges.

Keywords: Knowledge mapping � Requirement engineering � Concept map

1 Introduction

The state of the art in fields is a fast moving target. With innovation occurring globally
at a fast pace, researchers and practitioners who are pushing the boundaries to better
deal with new problems and needs, expend significant efforts to keep up with the
current state of the art. To stay up-to-date and to make new contributions to bodies of
knowledge, researchers and practitioners must continuously maintain an overview of a
field, understand the problems addressed and solutions proposed, as well as identify the
outstanding issues that should receive further attention. Given the fast pace of new
developments, keeping such an overview up-to-date is challenging. Researchers and
practitioners typically make use of, or produce, literature reviews to better understand
and map out specific domains. Some use informal literature maps to map out fields of
research, indicating with overlapping circles, or boxes with lines in between them,
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sub-topics or themes and relationships between them. Some also use their own
accumulated list of scholarly references typically included in bibliographic software, as
their main personal “knowledge” database which is then tagged and labeled to cue of
the existing and expanding works in their fields of interest.

While such approaches are commonly used, they much depend on the researchers
and practitioners capability to identify means-end relationships details, which are not
guided by the following questions: how problems are characterized, what problems are
already addressed, how proposed solutions are making significant contributions to
problems, what proposed solutions fail to address, and where further contributions and
improvements can be sought.

We observe that problems and solutions in fields of study, and the contribution
relationships between problems and solutions can be characterized as means that come
to address specific ends in some better way. We observed a lack of exploiting such a
conceptual relationship in current approaches to mapping out engineering domains.
Means-ends relationships that are made use of relationships between problems and
solutions are such conceptual relationships that are used only to a limited extent in
the context of knowledge mapping. Nevertheless, these are widely used within goal-
oriented requirements engineering (GORE) approaches [27], in general, and the i*
(pronounced i-star) goal-oriented modeling framework approach, in particular [27].
The i* approach, for example, has at its center the means-ends relationship, and the
capability to differentiate alternate means towards some end by indicating their dif-
fering contributions towards desired quality objectives (by use of additional contri-
bution links). Following the i* notions and based on [9, 23], we propose a knowledge
mapping approach to represent and map out problems and solutions in domains which
relies on the means-end relationships. We envision that using such an approach would
better support researchers and practitioners in representing, capturing and reasoning
about research advancements in such domains.

In this paper, we describe a means-end oriented approach for knowledge map-
ping, and illustrate its use for various domains of technology-oriented (such as the
data mining domain) and business-oriented (such as the customer relationship
management domain). In addition, as we are aiming at mapping out relationships
among domains we further define the cross relationships among domain maps. In
particular, we demonstrate how the data mining domain is used to solve problems in
the domain of Customer Relationship Management (CRM), which can indicate ways
communities working in those different domains could collaborate to better solve
existing problems. Furthermore, in this paper we stress the notion of context and
quantitative contribution. In addition, we present an initial evaluation of the approach
and further discuss our vision of future developments along the lines of the proposed
approach.

The paper is organized as follows. Section 2 discusses related work. Section 3
introduces the mapping approach and demonstrates it using examples from the two
domains. Section 4 introduces the evaluations we performed to assess the usefulness of
the proposed approach. Section 5 further discusses the proposed approach. Finally,
Sect. 6 concludes and further elaborates on our vision regarding the usage of such
knowledge maps in the future.
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2 Related Work

To date, little work has been done to offer a conceptual approach to mapping out
domain knowledge within one or more fields. Researchers mainly use literature
reviews, including systematic reviews [14], tagging and classifications approaches1 to
accumulate and organize literature in one or more domains [16]. Such approaches help
cluster literature along themes or viewpoints of interest, however, offer little insights
into the structure of domain knowledge itself, such as to characterize problems,
solutions and innovative contributions. Some works aim at mapping out inter-disci-
plinary research using approaches to visualizing domains knowledge and kinds of
relationships between domains knowledge. This includes, for example, citation graphs,
subject heading and terminology clustering [4, 5, 17], as well as work toward output
indicators for interdisciplinary science and engineering research, which give insight
into social dynamics that lead to knowledge integration [24].

While these approaches offer important sign-posts for researchers to orient them-
selves in disciplinary and cross-disciplinary fields of research, such approaches typi-
cally use quantitative measures and descriptive statistic approaches, including novel
multi-dimensional networking graphics, to indicate citation structures and intercon-
nections between topics across disciplines, without, however relating the conceptual
structuring of the knowledge and evolution of such knowledge in domains.

Some research has been done to offer a conceptual view of literature in a domain
and to support a conceptual consolidating of scholarly works. This includes concept
maps [19], cause maps [7], and claim-oriented argumentation [21, 22]. One particu-
larly noteworthy line of research is VIVO, a semantic approach to scholarly networking
and discovery. VIVO provides a semantic-web based infrastructure and ontologies to
represent, capture and make discoverable conceptual linkages that define scholars, and
their scholarly work [2].

While these offer useful structuring of domain knowledge, they do not specifically
focus on linking problem and solution knowledge within and across domains, in
general, and during knowledge innovation and evolution, in particular.

As researchers and practitioners are looking for innovation, they would benefit
from supporting tools that would help them in clustering related topics (clustering), as
well as explicate problems and solutions (expressiveness), to represent and reason
about differences between existing solutions (reasoning), and to be able to adjust the
mapping as the domain evolves over time (dynamic evolution). Indeed, the afore-
mentioned approaches offer different kinds of textual, conceptual and visual mapping
over domains. However, as mentioned, they lack essential capabilities to evaluate or
compare state-of-the-art studies at an engineering knowledge level. Table 1 presents a
comparison of the approaches with respect to the needed capabilities.

In addition to mapping specific domains, both researchers and practitioners have a
need to explore the possibilities of adopting or adjusting existing solution in one

1 There are also reference management systems like EndNote and Mendeley that support classification
using folders and tagging.
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Table 1. Comparing mapping techniques

Approach Advantages Drawbacks
Literature
survey

Literature review enables
clustering and since it uses
natural language its
expressiveness is extensive

As a literature review provides
mapping by textual means, a direct
reasoning on it is challenging.
Furthermore, as such review is done
once in a while its relevance is
limited. In addition, usually such
reviews are taking an a priory point
of view and thus might be leaning
towards specific directions

Classification Classification aims at clustering
existing work and also
facilitates the addition of
related knowledge into
existing clusters

Classification has limited
expressiveness as it indicates only
the association to specific categories
and not the reason for that. Also,
classification does not allow for
clear differentiation among works
within each category. Usually,
classification is done at high level of
abstraction and thus provides limited
reasoning capabilities. Also,
changing clusters requires re-
assignment of the already categories
work, so the support for dynamic
evaluation is limited

Cause map Cause maps do provide some
kind of clustering, though it is
not explicated. It allows for
some reasoning on various
alternatives to achieve an end
and also support dynamic
evolution of domains as
alternatives can be easily be
incorporated in such map

Cause maps focuses on means-ends
relationships in a conservative
manner, usually, without explicit
differentiation among alternatives to
achieve an end

Concept maps Concept map has an extensive
expressiveness as they can be
used to specify any kind of
claims

Concept maps are similar to literature
review, but add the identification of
key concepts. Thus, reasoning
remains a challenge.

Clustering also should be explicated as
it is not clear in such maps

Argumentation Argumentation approaches can
be easily be equipped with
extended expressiveness.
Being formal in nature
reasoning with such
approaches is easy. Also, by
various arguments
differentiations among
various works can be
explicated

By simply looking at the set of
arguments it would be difficult to
identify clustering. Yet, this can be
achieved through a reasoning
procedure
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domain to problems in other domains. This exploration would increase collaboration
among different research communities.

3 Specializing Concept Maps for Specific Domains

In this section we introduce an approach to map out domains that are characterized by
the means-end relationship. To address this need we extend concept map by the means-
end relationships to enable reasoning and evolution of existing maps. We begin with
briefly presenting the domains that are used in this paper for demonstrating the
approach. Then, we present the concepts used within the approach and demonstrate
these on the introduced domains.

3.1 Two Examples of Know-How Domains

In this paper, we refer to two domains, namely, the business domain of customer
relationship management and the technical domain of data mining. For each domain,
some of the content and problems they address are briefly discussed.

3.1.1 The Customer Relationship Management Domain
Customer Relationship Management (CRM) is a comprehensive process of building
long term and profitable relationships with customers. It includes four dimensions:
customer identification, customer attraction, customer retention, and customer devel-
opment [16]. Customer retention aims to keep loyal customers by reducing their
defections. To this end, approaches to predicting customer churn were developed [11,
23]. Churn prediction is a well-studied domain with various proposed techniques.
Moreover, various experiments have been undertaken to compare those techniques
(e.g., [26]). Those experiments further asked the following questions: How to examine
the existing techniques and to identify opportunities for new contributions in that
specific domain for improving customer relationship management practices? How to
find techniques from other disciplines and use them for churn prediction? We show
how the knowledge mapping approach helps in answering such questions.

3.1.2 The Data Mining Domain
Data mining, the process of extracting interesting patterns and trends from large
amounts of data, has gained much attention and success in many scientific and business
areas [9]. The main goal is to build a model from data [7]. Major classes of data mining
tasks are: predictive modeling, clustering, pattern discovery, and probability distribu-
tion estimation [18]. Predictive modeling deals with the problem of performing
induction over the dataset in order to make predictions. One of the ways of predictive
modeling is classification which builds a concise model or classifier that represents
distribution of class labels in terms of predictor features.

Data mining is a domain of rapidly growing interest in which various algorithms
and techniques are being proposed. For example, to support data classification different
algorithms were proposed, including Support Vector Machines (SVM), Naïve Bayes,
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and Decision Trees. Also for the other data mining tasks, several algorithms exist and
new ones appear continually, making it hard to keep track over time, as well as choose
one over another. This problem is further complicated by the fact that various algo-
rithms have different performance rates over different datasets and there is no single
algorithms that outperforms all the others for all datasets. Furthermore, even specialists
lack comprehensive knowledge about the full range of algorithms and techniques along
with their performances. As a result, understanding the strengths and weaknesses of
various algorithms and choosing the right one is a challenging task and a critical step
both during the design and implementation of data mining applications, as well as
when researching novel solutions. In the next sections we illustrate how a knowledge
mapping approach can partially alleviate these challenges.

3.2 The Knowledge Mapping Approach

This section presents an approach to conceptually map domains that has at its center
means-end relationships. We applied the approach to map out portions of engineering
domains including agent-oriented software engineering, geo-engineering, web mining,
and documentation of software architecture. We adopted a minimal set of modeling
constructs to two types of nodes and a number of types of links. By convention, the
map is laid out with problems or objectives at the top and solutions at the bottom.

Figures 1 and 2, respectively illustrate parts of the knowledge maps of the data
mining and the customer relationship management domain. Note the maps purpose is to
illustrate the concepts used in the proposed mapping approach rather to demonstrate
comprehensive maps. For our modeling needs we used the concept mapping toolset

Fig. 1. A partial knowledge map of the data mining domain
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cmap tools2 to draw the knowledge maps. Using the cmap tool allows us to benefit
from all implemented features of the platform, including collaborative modeling and
sharing of concept maps. It also provides a modeling mechanism to support the con-
nections among several domains.

In the following we explain and demonstrate the constructs used in the proposed
mapping approach.

• The task is the main element used to define means-ends relationship, and when
chained together, means-ends hierarchies. A task can be interpreted either as a
problem or a solution. Typically, it is named with a verb phrase, and is graphically
depicted as a rectangular shape with rounded corners. For example, in Fig. 1, the
task “Discover knowledge from data” is a typical problem in the data mining
domain that needs to be addressed. It can be addressed by tasks such as “Predictive
modeling”, “Clustering”, “Pattern discovery”, and “Probability distribution esti-
mation”. Each of these solutions can in turn be viewed as sub-problems that need
further addressing. For example, the “Predictive modeling” problem can be
addressed by “Classification”.

• A quality element is used to express quality attributes that are desired to sufficiently
hold when addressing tasks. A quality is depicted as an ellipse, and is typically
named with adverbial or adjectival phrases or quality nouns (e.g., “-ilities”).

Fig. 2. A partial knowledge map of the customer relation management domain

2 http://cmap.ihmc.us/.
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Example qualities in Fig. 1 are “Accuracy”, “Tolerance to noise”, and “Speed of
learning”.

• Links connect tasks and qualities. We propose the use of following link types:
– The achieved by link represents a means-end relationship. The arrow points

from the “end” to the “means”. Figure 1 indicates that “Classification” is one
way to achieve “Predictive modeling”. “Use Neural Networks”, “Use K-Nearest
Neighbour”, “Use Support Vector Machine”, “Use Decision Trees”, “Use Naive
Bayes” and “Use Rule Learners” are alternative ways of achieving “Classifi-
cation”. While in Fig. 2, “Keep loyal customers” and “Manage complaints”
are solutions to achieve the task (in this case the problem of) “Customer
retention”.

– The consists of link indicates that a task has several sub-parts, all of which
should be addressed for the parent task to be addressed. In Fig. 1, “Use Support
Vector Machine” consists of “Define feature space”, and “Transform feature
space”, among other problems that need to be addressed. While in Fig. 2,
“Manage customer relations” consists of “Customer identification”, “Customer
attraction”, “Customer retention”, and “Customer development”.

– The association link (an unlabeled and non-directional link) indicates the
desirable qualities that should sufficiently hold for a given task, once addressed.
These qualities are later also to be taken into account when evaluating alter-
native ways for addressing the task. For example, in Fig. 1 “Accuracy” and
“Speed of learning” are qualities that could serve as criteria when evaluating
different ways to address “Classification”. In Fig. 2, “Sensitivity (hit rate) of
churn prediction” and “Accuracy of churn prediction” are two qualities to
evaluate different solutions for task “Predict customer defection (churn)”.

– The extended by link indicates that the target task is an extension of the source
task. For example, in Fig. 1, “Use multi-class SVM” is an extension of “Use
Support Vector Machine”. All qualities that hold for the parent task also hold for
its extensions.

– The contribution link (a curved arrow) indicates a contribution towards a
quality, which can be directed either from a task or another quality. Following
the i* guidelines, the contribution is subjective and can range from positive to
negative contribution. For example, in Fig. 1, “Use Neural Networks” contrib-
utes positively (“+”) to “Accuracy” and “Tolerance to noise”, but negatively
(“−”) to “Tolerance to missing values” and “Speed of learning”. However, in the
case of the knowledge map, where an objective scale measure can be associated
with a solution that addresses a particular quality, these measures can also be
associated with the link. For example, as shown in Fig. 2, the “accuracy of
churn prediction”, according to [28] if it is addressed by “Use SVM for churn
prediction” is 87.15 %, by “Use Neural Network for churn prediction” is
78.12 %, by “Use Decision Tree for churn prediction” is 62 %, and, finally, by
“Use Naive Bayes for churn prediction” is 83.24 %.

Each element in the knowledge map can have a context associated, such as a condi-
tions, datasets, experimental settings, and so on, and must have a set of references,
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which are the knowledge sources. These help justifying the existence of the element
within the map. To avoid cluttering we have omitted such contexts or references
elements in Figs. 1 and 2. Instead we included them in the attached note icons and
reference icons of the tasks in the figures, which are displayed when clicking the icons
in the tool. For example, the attached reference icon of “Classification” in Fig. 1 shows
that the knowledge source of the task is from [15]; the attached note icon of the number
“78.12 %” in Fig. 2 shows that the experiment is conducted on a subscriber dataset
consisting of 100,000 customers with 171 potential predictor variable, and the attached
reference icon shows that the experiment is reported in [28].

It is important to note that a map is essentially an index to the actual knowledge.
The purpose of a map is not to represent the entire knowledge but rather organize the
knowledge to increase its accessibility.

To construct the knowledge map in Fig. 1, we referred to the definitions of data
mining, classification and support vector machine in Wikipedia and analyzed a survey
paper on classification techniques [15], as well as a tutorial paper on support vector
machines [3]. Similarly, to construct the knowledge map in Fig. 2, we analyzed a
survey paper on the application of data mining to customer relationship management
[18], as well as a paper on customer churn prediction using SVM [28]. Following these
resources, we were able to construct the map while having supporting evidences for the
claims implied by nodes and links included in the map.

As we further identify innovation in a domain (by identifying papers reporting the
innovation), we make additions to the maps. For example, Fig. 2 shows results of our
analysis of another paper on customer churn prediction based on SVM [25], which
compares several classification techniques by considering not only the accuracy which is
compared in [28], but also the sensitivity (hit rate) of churn prediction. Note that the work
of Xia and Jin [25] adopted a different dataset (the machine learning UCI database of
University of California). We then further analyzed a survey paper on clustering [12] and
a paper on grouping customer transactions based on hierarchical pattern-based clustering
[26]. All the model elements and the links in the knowledge map are derived from
contents reported in the above mentioned knowledge sources. However, due to space
limitations, we only show a small part of the knowledge on clustering in Figs. 1 and 2.

To demonstrate the mapping work procedure, in the following we use Fig. 2 to
illustrate the construction process of a knowledge map. The first step is to identify
tasks. For example, in Fig. 2, the problems of the CRM dimensions, the CRM ele-
ments, and the solutions such as data mining functions and specific data mining
techniques, are identified and recorded as tasks. Afterwards, we link the identified tasks
by consists-of or achieved-by links according to their relations. For example, the CRM
dimensions such as “Customer identification” and “Customer attraction” are linked
with “Manage customer relations” by consists-of links.

The next step is to identify qualities related to tasks and use association links to
associate themwith their respective tasks. For example, as shown in Fig. 2, the “Accuracy
of churn prediction”, a criteria used in the comparison among different solutions, is
identified as a quality of the task “Predict customer defection (churn)”. Finally, we
need to link the alternative solutions with qualities by contribution links. In Fig. 2, the
numbers on the contribution links originated from the comparison tables in [28].
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As noted, one of the approach objectives is to reveal and map out relationships
across different but related domains. Some technologies in one domain may be applied
in other domains. For example, techniques in the data mining domain have been
applied in the CRM domain. Since a knowledge map mainly embodies the knowledge
within a specific domain, we introduce a new link type named “uses” to connect tasks
in different domains. For example Fig. 3 illustrates a connection between the knowl-
edge in data mining domain and the CRM domain, by linking the task “Use SVM for
churn prediction” via a uses link to the technology “Use Support Vector Machine” of
the data mining domain included in Fig. 1. In this case, the CRM domain is named as
the problem domain while the data mining domain is the solution domain. Including
the knowledge of one domainin in another domain can contribute to discover heuristic
solutions for the problems in other domains.

Referring to the questions raised in Sect. 3.1, the knowledge map in Fig. 2 can be
used to map out the existing techniques in the CRM domain. Furthermore, it is easy to
the add new contributions to the existing knowledge map based on the problems they
address and compare them with existing contributions using the contribution links.
New techniques from other disciplines can be identified from the “uses” links. As
illustrated in Fig. 3, considering such links can assist in finding appropriate solutions by
leveraging the knowledge in other domains. These can help answer questions such as
what techniques from other disciplines have been used for churn prediction. Also, our
approach can help users to examine and compare existing techniques and find
opportunities for new contributions. For example, if the “speed of learning” is a major
concern for the churn prediction in a certain context, Fig. 1 can facilitate identifying
that “Use K-Nearest Neighbour” will be the best choice for the problem at hand.
Finally, regarding the question about selecting the right data mining algorithm raised in

Fig. 3. Connecting the knowledge of the two domains
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Sect. 3.1.2, we believe that adding contexts and references for contribution links can
help gaining a better understanding about the comparisons of various algorithms.

4 Evaluation of the Know-How Mapping Approach

In order to evaluate the approach, we have performed several evaluation steps during
its development. The evaluation consists of two main themes: comprehension of maps
and construction of maps.

For the comprehension theme we compared the understanding of a knowhow map
versus a literature review[1]. In that evaluation, we used a preliminary notation which
was a sub-set of the i* framework (that represents tasks and qualities along with the
related relationships). We had twelve subjects of which four were familiar with i* and
eight which were not familiar with that framework. The four subjects who were
familiar with i* got the knowledge map of a web mining domain along with other four
subjects. The other four subjects got the literature review of the same domain. We
further made sure that information in both the map and the literature is equivalent.
Upon getting the domain knowledge (either as a map or as a text) we ask the subjects to
answer a questions related to problems, solutions, properties, and tradeoffs in the
domain at hand. The results indicated that having the knowledge map better allowed
the subjects to understand the domain and in less time than was required by the
literature review, even by those subjects who were unfamiliar with i*.

For the construction theme, we recruited four graduate students and after training
them with the proposed approach, we ask them to map out their own research domain.
The mapping was performed in a few stages, so we were able to control and give
feedback on their mapping. We then the reviewed the resulted maps and ask them to fill
out a questionnaire indicating the usability of the proposed approach. Analyzing their
responses we concluded the following:

• The approach is easy to use for the purpose of mapping a literature review.
• The approach helps in organizing the knowledge in a way that facilitates grouping

of similar studies, as well as, differentiating among related studies.
• The approach facilitates identification of research gaps and possible contributions

from other domains.
• The approach helps in positioning own research.
• The approach encourages critical thinking with respect to literature reviews.

Although further validation is required, the results obtained so far indicated that the
approach does provide meaningful benefits.

5 Discussion

Using the specialized concept maps to connect between a conceptual representation of
problems and solutions in domains of interest supports researchers and practitioners in
quickly gaining insights into the problems they deal with and solution practices
available to them, within and across domains. A key advantage that such an overview
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offers is the systematic overview of solution approaches that could fit problems thereby
reducing the risk of missing relevant techniques to address specific challenges.
However, while the proposed approach facilitates representing problems and solutions
in existing state-of-the-art, we encountered a number of challenges:

Conceptual Mismatch: Identifying problems, solutions, qualities, and the
relationships among them is often non-trivial. Researchers and stakeholders often
present needs and benefits in solution-oriented terminology and languages and neglect
the connection with the problem-oriented aspects.

Naming Decompositions: During the construction of a knowledge map elements are
decomposed into lower level elements. Decomposition is the main mechanism to
unearth variation and differences in approach details (solution features) that matter with
respect to qualities. However, in some domains it appears difficult to identify and name
those solution feature “components” that differentiate among alternative approaches.
This suggests that more holistic representations of solution approaches, or, finer-
grained concept map based analysis guidelines are needed to help make explicit in what
way proposed solutions differ in their details.

Multiple Vantage Points and Terminology Use: Because of different viewpoints map
creators might take, they may develop maps differently, both in terminology and in the
abstraction level. Furthermore, it is in the purview of the map creator to decide which
level of abstraction is the most fitting to express problems and solution approaches.
When constructing larger maps out of contributions from different map authors,
aligning the levels of abstraction is non-trivial.

Scalable Tool Support: Better tool support is needed. Using concept maps we took
advantage of existing tools, and their “scalability” features such as: element expanding/
collapsing and map referencing.

Domain Knowledge Extraction: Currently, knowledge extraction and its mapping are
done manually. This introduces a burden on adopting the approach. Nevertheless, we
envision crowd-mapping as an approach that distributes the burden across interested
participants, who benefit from mutual contributions, and approaches to automated
concept extraction from bodies of text guided by the proposed concepts that link needs
with solutions.

6 Conclusion and Future Work

We propose an approach to map out problem-solution oriented fields using a light-
weight modeling technique, based on concepts borrowed from the area of goal-oriented
requirements engineering. We argue for benefits that such an approach would offer,
such as the ability to represent and facilitate the analysis for novel solution approaches
in light of their quality properties and to identify gaps of un-addressed problems. We
also illustrated the ability to represent the use of solutions drawn from more than one
domain, and how these contribute to improve the ability to address problems at hand,
whilst also having relevant problem qualities in mind. We believe that the approach is
applicable to any domains which aim to identify better solutions to well defined
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problems, and hence its characterizations fits with the problem-solution means-end
chains the proposed approach represents. We also note that benefits for such domains
vary and depend on the domain maturity, such as, whether problems are already well
understood and solutions already worked out. In particular, the approach works best in
cases where domains are mature enough and a large body of knowledge and termi-
nology has been established. In such cases, the mapping would be helped by existing
domain resources (i.e., the research literature, such as papers and textbooks), which
would likely already have established a common and unified terminology. On the other
hand, domains which are evolving would probably use various sets of terminology
which would make the mapping difficult. To further explore and facilitate the use of
knowledge mapping we plan to expand knowledge map capabilities in a number of
directions. We aim to further develop guidelines for map creators to support extracting
knowledge from research domains and including them in knowledge maps; to support
scalability by developing a framework for mapping and searching knowledge maps; to
support a crowd-mapping approach where different stakeholders contribute to creating,
arguing about and improving a collaborative created knowledge map; to support for
trust mechanisms, as well as, evidence based augmentations of knowledge maps that
offer further validity insights; to develop semi-automated reasoning support to identify
gaps or even possible solution approaches to already identified gaps, with searches
across different knowledge maps; and develop automated extraction of knowledge
mappings from bodies of engineering texts, guided by core concepts proposed in this
paper. We are also planning further evaluations for testing the benefits of the proposed
approach.
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