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a b s t r a c t

Information technology (IT) is a tool crucial for enterprises to achieve a competitive advantage and orga-
nizational innovation. A critical aspect of IT management is the decision whereby the best set of IT pro-
jects is selected from many competing proposals. The optimal selection process is a significant strategic
resource allocation decision that can engage an organization in substantial long-term commitments.
However, making such decisions is difficult because there are lots of quantitative and qualitative factors
to be considered in evaluation process. This paper has two main contributions. Firstly, it combines two
well-established managerial methodologies, balanced scorecard (BSC) and data envelopment analysis
(DEA), and proposes a new approach for IT project selection. This approach uses BSC as a comprehensive
framework for defining IT projects evaluation criteria and uses DEA as a nonparametric technique for
ranking IT projects. Secondly, this paper introduces a new integrated DEA model which identifies most
efficient IT project by considering cardinal and ordinal data. Applicability of proposed approach is illus-
trated by using real world data of Iran Ministry of Science, Research and Technology.

� 2010 Elsevier Ltd. All rights reserved.
1. Introduction

In recent years, the rapid development of information technol-
ogy (IT) has made it easier for employees, customers, suppliers, and
partners to interact while carrying out each of their business func-
tions; moreover, cross-function collaborations become feasible in
product development, marketing, distribution, and customer ser-
vice. That is, IT does not merely support efficient business opera-
tions, workgroup task and collaborations, and effective business
decision making; but they also change the way businesses compete
(Ruiz-Mercader, Merono-Cerdan, & Sabater-Sanchez, 2006). There-
fore, it is obvious that IT is a tool crucial for enterprises to achieve a
competitive advantage and organizational innovation (Tseng,
2008).

In these organizations, IT managers have many responsibilities
(data centers, staff management, telecommunication, servers,
workstations, web sites, information systems (ISs), user support,
regulatory compliance, disaster recovery, etc.) and connect with al-
most all the departments (accounting, marketing, sales, distribu-
tion, etc.). In many organizations, they can have a direct
influence on strategic direction of the company (Holtsnider & Jaffe,
ll rights reserved.
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2007). A critical aspect of IT management is the decision whereby
the best set of IT projects is selected from many competing propos-
als (Badri, Davis, & Davis, 2001). Selecting the right projects is a
critical business activity that has been recognized and repeatedly
emphasized by many researchers. The optimal selection process
is a significant strategic resource allocation decision that can en-
gage an organization in substantial long-term commitments (San-
thanam & Kyparisis, 1995). According to Chen and Cheng (2008),
selecting the most suitable from a set of projects is a significant re-
source allocation decision that can enhance the operational com-
petitive advantage of a business. However, IT project selection is
difficult because there are lots of quantitative and qualitative fac-
tors to be considered in the candidate IT projects such as business
goals, benefits, project risks and available resources. Investigation
of previous related works indicates that various method such as
goal programming (Badri et al., 2001), analytic hierarchy process
(AHP) (Schniederjans & Wilson, 1991), analytic network process
(ANP) (Lee & Kim, 2001), quality function deployment (QFD)
(Han, Kim, Choi, & Kim, 1998), data envelopment analysis (DEA)
(Sowlati, Paradi, & Suld, 2005) have been applied for IT project
selection problem. This paper combines balanced scorecard (BSC)
and DEA to present a method for IT project selection with impre-
cise data.

Kaplan and Norton developed the balanced scorecard approach
in the early 1990s to compensate for their perceived shortcomings
of using only financial metrics to judge corporate performance.
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They recognized that in this ‘‘New Economy” it was also necessary
to value intangible assets. Because of this, they urged companies to
measure such esoteric factors as quality and customer satisfaction.
By the middle 1990s, the balanced scorecard became the hallmark
of a well-run company. Kaplan and Norton (2001) both emphasize
that the approach is more than just a way to identify and monitor
metrics. It is also a way to manage change and increase a com-
pany’s effectiveness, productivity, and competitive advantage
(Keyes, 2005). This study uses BSC as a comprehensive framework
for evaluation criteria of IT projects.

DEA is a widely recognized technique for evaluating the effi-
ciencies of decision making units (DMUs). Because of its easy and
successful application and case studies, DEA has gained too much
attention and widespread use by business and academy research-
ers. Selection of best vendors (Liu & Hai, 2005; Weber, Current, &
Desai, 1998), evaluation of data warehouse operations (Mannino,
Hong, & Choi, 2008), selection of flexible manufacturing system
(Liu, 2008), assessment of bank branch performance (Camanho &
Dyson, 2005), examining bank efficiency (Chen, Skully, & Brown,
2005), analyzing firm’s financial statements (Edirisinghe & Zhang,
2007), measuring the efficiency of higher education institutions
(Johnes, 2006), solving facility layout design (FLD) problem (Ertay,
Ruan, & Tuzkaya, 2006) and measuring the efficiency of organiza-
tional investments in information technology (Shafer & Byrd,
2000) are samples of using DEA in various areas. In this paper,
we introduce a new DEA model for finding most efficient DMU
with imprecise data (cardinal and ordinal data) and then, using real
case data from Iran Ministry of Science, Research and Technology,
we show an application of model for finding most efficient IS pro-
ject from 3 competing proposals.

The rest of this paper is organized as follows: In Section 2, pre-
vious related works are reviewed. Section 3, briefly describes prob-
lem in Iran Ministry of Science, research and Technology. Section 4
describes BSC and its fundamentals. Section 5 reviews previous re-
lated models in DEA. Section 6 proposes a new DEA method which
ranks DMUs in presence of imprecise data and Section 7 indicates
applicability of this. Finally paper is closed with some concluding
remarks in Section 8.
2. Literature review

Numerous methodologies have been developed and reported
for IS project selection or development during the last decades.
Schniederjans and Wilson (1991) used a hybrid approach of analy-
sis hierarchical process (AHP) and goal programming for IS project
selection. Using a numerical example, they demonstrated that hy-
brid approaches have advantages from using these techniques sep-
arately. Schniederjans and Santhanam (1993) showed applicability
of zero-one goal programming as a method for selection of IS pro-
jects. Santhanam and Kyparisis (1995) presented a multi-criteria
decision model for IS project selection. The proposed model,
Table 1
Criteria in previous related studies.

Author Criteria

Badri et al. (2001) Risk, completion time required, training time require
preferences, benefit, hardware cost, software cost, oth

Lee and Kim (2001) Program hours, analyst hours, hardware cost, clerical
Wen et al. (2003) Profitability, capital utilization, capacities, e-commerc

commerce staff
Santhanam and Kyparisis

(1995)
Benefits, hardware cost, software cost, other cost, risk

Sowlati et al. (2005) Green dollar costs, brown dollar cost, level of urgenc
intangible benefits

Mahmudi et al. (2008) Software cost, training cost, support cost, potential ri
explicitly consider interrelationships among candidate projects.
Han et al. (1998) used quality function deployment (QFD) as a
technique for determination of IS development priority. The pro-
posed method considers alignment between business strategy
and IS. Shafer and Byrd (2000), using DEA, developed a framework
for measuring efficiency of organization investment in information
technology. Using data compiled for over 200 large organizations,
they illustrated application of their framework. Lee and Kim
(2001) considering interdependencies among criteria and candi-
date projects, suggested an integrated approach for interdependent
IS project selection problems using Delphi, analytic network pro-
cess (ANP) concept and zero-one goal programming. Badri et al.
(2001) developed a mixed 0–1 goal programming model for IS pro-
ject selection in health service institutions, considering multiple
factors. Wen, Lim, and Huang (2003) using DEA, proposed a model
for evaluating e-commerce efficiency. The proposed model in-
cludes not only financial and operational measures, but also e-
commerce specific measures such as information and system qual-
ity. They illustrated that DEA model cannot only effectively reflect
the relative efficiency of e-commerce firms, but also identify their
potential efficiency problems. Sowlati et al. (2005) proposed a DEA
model for prioritizing IS projects. Using the proposed model, each
real project is compared to the set of defined projects and receives
a score. Prioritization is based on this score. They believed that this
is a significant advantage, because assessing the priority of a new
added project would not affect the priority of already assessed
ones. Kengpol and Tuominen (2006) using ANP, Delphi and maxi-
mize agreement heuristic (MAH), developed a framework for infor-
mation technology evaluation. They showed the applicability of
proposed framework for 5 logistics firms in Thailand. Wang and
Yang (2007) proposed use of AHP and Preference Ranking Organi-
zation METHod for Enrichment Evaluations (PROMETHEE) as aids
in making IS outsourcing decisions. They mentioned that weights
determined by the AHP, are considered as complete subjective
weights.

Table 1 presents criteria which have been used in previous
works.

Investigation of previous studies shows that identifying the best
set of IT projects whit imprecise data has gained less attention. This
paper tries to fill the gap by proposing a DEA model which is able
to find most efficient IT projects by considering both cardinal and
ordinal data. Furthermore, this paper uses BSC to define selection
criteria.
3. Problem

In recent years, optimizing the size of government and initiating
electronic government (e-government) have become one of major
policies of Iran (Islamic Republic of) government. To meet these
objectives, various ministries and governmental administrations
should spend resources.
d, annual cost of additional manpower, decision-makers preferences, users
er cost
labor hours, benefit

e site quality, web technology investment, corporate operating cost, number of e-

score

y, potential risk, green dollar benefits, brown dollar costs, breath of benefits,

sk, time reduction, system accuracy, improvement management capabilities
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Meanwhile, implementing Internet Data Center (IDC) in Iran
Ministry of Science, Research and Technology and has been consid-
ered as one of crucial projects. An IDC is a safe and secure facility
used to house devices, services and information applications with
high speed and stable communications. The goal of this project is
to meeting e-government in this ministry. Moreover, this project
has following objectives:

� Integrating information flows, processes and services.
� Improving service quality of this ministry.
� Reduction of costs.
� Enhancing security levels.

In these centers, by exploiting up to date software and hard-
ware capabilities, high level services are provided for organizations
and their subunits.

In first stage of this project, above mentioned ministry has fo-
cused on defining the overall goal of the project. According to
Marchewka (2003) a project is undertaken for a specific purpose,
and that purpose must be to add tangible value to organization.
Defining the project’s goal is the most important step in IT project.
The main deliverable of first stage of project is Business case. A
business case is a deliverable that documents the project’s goal,
as well as several alternatives or options. The feasibility, costs, ben-
efits, and risks for each alternative are analyzed and compared, and
recommendation to approve and fund one of the alternatives is
made to senior management. Indeed, the purpose of a business
case is to show how an IT solution can create business value
(Marchewka, 2003). Developing a business case document include
following steps:

1. Select the core team: Rather than have one person take sole
responsibility for developing the business case, a core team
should be recruited. If possible, developing a business case
should include many of the stakeholders affected by the project
or involved in its delivery.

2. Define measurable organizational value (MOV): To provide real
value to an organization, IT projects must align with and sup-
port the organization’s goals, mission, and objectives. IT pro-
ject’s overall goal and measure of success in referred to as the
project’s MOV. The MOV guides all the decisions and processes
for managing the IT project and serves as a basis for evaluating
the project’s achievement.

3. Identify alternatives: Since no single solution generally exists for
most organizational problems, it is imperative to identify sev-
eral alternatives before dealing directly with a given business
opportunity. The alternatives, or options, identified in the busi-
ness case should be strategies for achieving the MOV.

4. Define feasibility and assess risk: Each option or alternative must
be analyzed in terms of its feasibility and potential risk.

5. Definetotal cost of ownership: The decision to invest in an IT pro-
ject must take into account all of the costs associated with the
application system.

6. Define total benefits of ownership: Similarly, the total benefits of
ownership must include all of the direct, on-going, and indirect
benefits associated with each proposed alternative.

7. Analyze alternatives: Once costs and benefits have been identi-
fied, it is important that all alternatives be compared with each
other consistently. Understanding the financial and numeric
tools and techniques required by financial people and senior
management, even for technically savvy.

8. Propose and support the recommendation: Once the alternatives
have been identified and analyzed, the last step is to recom-
mend one of the options. It is important to remember that a
proposed recommendation must be supported (Marchewka,
2003).
In brief, developing a business case includes identification of
alternatives, evaluation and selections of best options. Adopting
above mentioned steps, Iran Ministry of Science, Research and
Technology has defined MOVs, identified three alternatives to
implement IDC. Furthermore, risks, costs and benefits of these
alternatives have been assessed by specialist.

In this situation, this ministry needs a formal selection process
for taking on a project. Integrating balanced scorecard (BSC) and,
data envelopment analysis (DEA) this paper proposes a new meth-
od for selection and prioritization of IT projects. This method is
applicable in seventh steps of developing business case.
4. Balanced scorecard

Through the years, the balanced scorecard has evolved, from the
performance measurement tool originally introduced by Kaplan
and Norton (1992), aimed at revealing problem areas within orga-
nizations and pointing out areas for improvement (Eilat, Golany, &
Shtub, 2006), to a tool for implementing strategies (Kaplan & Nor-
ton, 1996) and a framework for determining the alignment of an
organization’s human, information and organization capital with
its strategy (Kaplan & Norton, 2004).

The increasing use of BSCs is changing the way top managers run
their companies. When envisioning a firm’s future development,
they no longer focus chiefly on monetary success indicators in the
financial area (Rickards, 2007), Instead BSC is designed to comple-
ment ‘‘financial measures of past performance with their measures
of the drivers of future performance” (Bhagwat & Sharma, 2007).

Increasing use of BSC framework in many recent researches and
various management field like SCM (Bhagwat & Sharma, 2007),
R&D project (Eilat et al., 2006), e-commerce (Hasan & Tibbits,
2000; Rickards, 2007), ERP (Chand, Hachey, Owhoso, & Vasudevan,
2005) and e-business (Bremser & Chung, 2005) have several rea-
sons. First, compared with traditional measurement systems that
only include financial measures, the BSC is designed to improve
managers’ decision making by guiding their attention to a broader
vision of the company’s operations (Kaplan & Norton, 1992; Ric-
kards, 2007; Wong-On-Wing, Guo, Li, & Yang, 2007; Maltz, Shenhar,
& Reilly, 2003). Second, as a holistic performance measurement sys-
tem, the BSC provides causal links connecting the multiple classes
of non-financial measures (‘‘drivers of the performance”) and the
financial measures (‘‘final outcome”) (Campbell, Datar, Kulp, &
Narayanan, 2002; Ittner, Larcker, & Randall, 2003; Bhagwat & Shar-
ma, 2007; Wong-On-Wing et al., 2007). As such, it clearly shows the
links by which specific improvements in the drivers are expected to
lead to desired outcomes according to the strategy. Third, the BSC
can be used as a strategic management system (Kaplan & Norton,
1996, 2001; Bhagwat & Sharma, 2007). The original balanced score-
card design identified the following four perspectives:

� Financial perspective: This perspective links the company to its
shareholders with main attention to the question: ‘‘How do
we look to our shareholders and those with a financial interest
in the organization?” (). Financial goals include achieving profit-
ability, maintaining liquidity and solvency both short term as
well as long-term, growth in sales turnover and maximizing
wealth of shareholders (Bhagwat & Sharma, 2007).

� Customer perspective: This is the second external oriented per-
spective that takes a look at the organization’s customers, who
are the crucial factor for financial success generating revenue
by buying products and services. The question is: ‘‘How do our
customers perceive us in term of products, services, relation-
ships and value-added?”

� Internal-business-process perspective: Measures focus on the
internal processes that will have the greatest impact on
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customer satisfaction and achieving an organization’s financial
objectives. Firms should decide what processes and competen-
cies they must excel at and specify measures for each of them.

� Learning and growth perspective: This perspective identifies the
infrastructure that the organization must build to create long-
term growth and improvement. Intense global competition
requires that organizations continually improve their capabilities
for delivering value to customers and shareholders. Thus the
question remains: ‘‘To achieve our future vision, how will we con-
tinue to improve and create future value for our stakeholders?”
5. DEA models

Performance evaluation is an important task for a DMU to find
its weaknesses so that subsequent improvements can be made.
Since the pioneering work of Charnes, Cooper, and Rhodes
(1978), DEA has demonstrated to be an effective technique for
measuring the relative efficiency of a set of DMUs which utilize
the same inputs to produce the same outputs.

Assume that there are n DMUs, (DMUj: j = 1,2,. . .,n) which con-
sume m inputs ðxi : i ¼ 1;2; . . . ;mÞ to produce s outputs
ðyr : r ¼ 1;2; . . . ; sÞ. The CCR input oriented (CCR-I) model evaluates
the efficiency of DMUo, DMU under consideration, by solving the
following linear program:

max
Xs

r¼1

ur yrj

s:t:
Xm

i¼1

wi xio ¼ 1

Xs

r¼1

ur yrj �
Xm

i¼1

wi xij 6 0 j ¼ 1;2; . . . ;n

wi P ei ¼ 1;2; . . . ;m
ur P er ¼ 1;2; . . . ; s

ð1Þ

where xij and yrj (all nonnegative) are the inputs and outputs of the
DMUj;wi and ur are the input and output weights (also referred to
as multipliers). xio and yro are the inputs and outputs of DMUo. Also,
e is non-Archimedean infinitesimal value for forestalling weights to
be equal to zero. The CCR-I model must be run n times, once for
each unit, to get the relative efficiency of all DMUs. The envelop-
ment in CCR is constant returns to scale meaning that a propor-
tional increase in inputs results in a proportionate increase in
outputs. Banker, Charnes, and Cooper (1984) developed the BCC
model to estimate the pure technical efficiency of decision making
units with reference to the efficient frontier. It also identifies
whether a DMU is operating in increasing, decreasing or constant
returns to scale. So CCR models are a specific type of BCC models.

New applications with more variables and more complicated
models are being introduced (Emrouznejad, Tavares, & Parker,
2007). In many applications of DEA, finding the most efficient
DMU is desirable. Amin and Toloo (2007) proposed an integrated
model for finding most efficient DMU, as follows:
M� ¼min M
s:t: M � dj P 0 j ¼ 1;2; . . . ;n

Xm

i¼1

wi xij 6 1 j ¼ 1;2; . . . ; n

Xs

r¼1

ur yrj �
Xm

i¼1

wi xij þ dj � bj ¼ 0 j ¼ 1;2; . . . ;n

Xn

j¼1

dj ¼ n� 1

0 6 bj 6 1;dj 2 f0;1g j ¼ 1;2; . . . ;n
wi P e i ¼ 1;2; . . . ;m
ur P e r ¼ 1;2; . . . ; s

ð2Þ
where dj as a binary variable represents the deviation variable of
DMUj. DMUj is most efficient if and only if dj ¼ 0. The constraintPn

j¼1dj ¼ n� 1 forces among all the DMUs for only single most effi-
cient unit. In addition, to determine the non-Archimedean epsilon,
Amin and Toloo (2007) developed an epsilon model.

It should be noted that Model (2) is based on CCR model and
identify most CCR-efficient DMU. Indeed, Model (2) is not applica-
ble for situations in which DMUs operating in variable return to
scale. To overcome this drawback, Toloo and Nalchigar (2008) pro-
posed an integrated model which is able to find most BCC-efficient
DMU. These DEA models are applicable in situations in which data
of DMUs is precise. In the next section, by extending Model (2), a
new DEA model is proposed which is able to find most efficient
DMU while considering imprecise data.

6. Proposed approach

In this section, we combine BSC and DEA and propose a new ap-
proach for IT project selection. As mentioned above, to determine
the criteria set for IT project evaluation, we use a model based
on the BSC approach. In other words, the objective of the BSC for
IT projects we propose here is to support the evaluation process.
At the selection phase, where project proposals are evaluated,
the BSC could be useful to clarify and translate the vision and strat-
egy of the organization, and to set the appropriate criteria for a
project’s attractiveness (Eilat et al., 2006).

Similar to Eilat et al. (2006), our proposed BSC for IT projects
looks at the five perspectives – the four original perspectives of
BSC (financial, customer, internal-business-processes, learning
and growth) and an uncertainty perspective, which is added to
emphasize its role in IT projects. It is to be noted that the uncer-
tainty perspective includes measures such as processes risks, hu-
man resource risks and technology risks, which are critical
measures in evaluating IT projects.

First step of proposed approach is to define evaluation criteria.
In this step, a decision group which includes several specialists on
the field of IT management, BSC and software engineering is asked
to develop a set of criteria with respect to five defined perspectives.
It is to be noted that developed criteria should capture all aspects
of IT projects. Consequently these experts are asked to calculate
and estimate numerical values of IT projects with respect to de-
fined criteria. The main output of first step is a decision table which
includes all alternatives and their numerical data.

In second step of proposed approach, DEA method which is
introduced in next section is used for ranking alternatives.

6.1. Proposed DEA method

Cooper, Park, and Yu (1999) and Kim, Park, and Park (1999) dis-
cussed that some of the outputs and inputs are imprecise data in
the forms of bounded data, ordinal data, and ratio bounded data
as follows:

Bounded data

yrj 6 yrj 6 �yrj and xij 6 xij 6 �xij for r 2 BO; i 2 BI ð3Þ

where yrj and xij are the lower bands and �yrj and �xij are the upper
bounds, and BO and BI represent the associated sets containing
bounded outputs bounded inputs, respectively.

Weak ordinal data

yrj 6 yrk and xij 6 xik for j – k; r 2 DO; i 2 DI

Or to simplify the presentation,

yr1 6 yr2 6 � � � 6 yrk 6 � � � 6 yrnðr 2 DOÞ; ð4Þ
xi1 6 xi2 6 � � � 6 xik 6 � � � 6 xinði 2 DIÞ; ð5Þ
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where DO and DI represent the associated sets containing weak
ordinal outputs and inputs, respectively.

Strong ordinal data

yr1 < yr2 < � � � < yrk < � � � < yrnðr 2 SOÞ; ð6Þ
xi1 < xi2 < � � � < xik < � � � < xinði 2 SIÞ; ð7Þ

where SO and SI represent the associated sets containing strong
ordinal outputs and inputs, respectively.

Ratio bounded data

Lrj 6
yrj

yrjo

6 Urjðj – joÞðr 2 ROÞ ð8Þ

Gij 6
xrj

xijo

6 Hijðj – joÞði 2 RIÞ ð9Þ

where Lrj and Gij represent the lower bounds, and Urj and Hij repre-
sent the upper bounds. RO and RI represent the associated sets con-
taining ratio bounded outputs and inputs, respectively.

By adding Eqs. (3)–(9) added to Model (2), there will be

M� ¼min M
s:t: M � dj P 0 j ¼ 1;2; . . . ;n

Xm

i¼1

wixij 6 1 j ¼ 1;2; . . . ;n

Xs

r¼1

uryrj �
Xm

i¼1

wixij þ dj � bj ¼ 0 j ¼ 1;2; . . . ;n

Xn

j¼1

dj ¼ n� 1

0 6 bj 6 1;dj 2 f0;1g j ¼ 1;2; . . . ;n

ðxijÞ 2 u�i
ðyrjÞ 2 uþr
wi P e i ¼ 1;2; . . . ;m

ur P e r ¼ 1;2; . . . ; s

ð10Þ

where ðxijÞ 2 u�i and ðyrjÞ 2 uþr represent any or all of Eqs. (3)–(9).
Clearly, Model (10) is nonlinear and non-convex, because some

of the outputs and inputs become unknown decision variables.
Since Model (10) is nonlinear and non-convex, consequently local
optimum is produced and global optimum may remains unknown.

To convert Model (10) into the linear program (LP), Zhu (2003)
developed a simple approach by defining

Xij ¼ wixij 8i; j

Yij ¼ uryrj 8r; j
ð11Þ

Then Model (10) can be converted to Model (12) which is a LP.

M� ¼min M

s:t: M � dj P 0 j ¼ 1;2; . . . ;n
Xm

i¼1

Xij 6 1 j ¼ 1;2; . . . ;n

Xs

r¼1

Yrj �
Xm

i¼1

Xij þ dj � bj ¼ 0 j ¼ 1;2; . . . ;n

Xn

j¼1

dj ¼ n� 1

0 6 bj 6 1;dj 2 f0;1g j ¼ 1;2; . . . ;n

Xij 2 ~q�i
Yrj 2 ~qþr
Xij P e� 8i; j

Yrj P e� 8r; j

ð12Þ
where u�i and uþr are replaced by ~q�i and ~qþr with:

� Bounded data: yrjur 6 Yrj 6 �yrjur; xijwi 6 Xij 6 �xijwi.
� Ordinal data: Yrj 6 Yrk; Xij 6 Xik 8j – k for some r,i.
� Ratio bounded data: Lrj 6

Yrj

Yrjo
6 Urj and Gij 6

Xrj

Xijo
6 Hijðj – j0Þ.

� Cardinal data: Yrj ¼ ŷrjur and Xij ¼ x̂ij, where ŷrj and x̂ij represent
cardinal data.

Indeed Model (12) is extended version of Amin and Toloo’s
model. Hence, the following LP, which is extended version of Amin
and Toloo (2007) epsilon model, is proposed to determine the non-
Archimedean epsilon:

e� ¼max e

s:t:
Xm

i¼1

Xij 6 1 j ¼ 1;2; . . . ; n

Xs

r¼1

Yrj �
Xm

i¼1

Xij 6 0 j ¼ 1;2; . . . ;n

Xij 2 ~q�i
Yrj 2 ~qþr
Xij � e P 0 8i; j

Yrj � e P 0 8r; j

ð13Þ

using Model (12), we propose a new method for prioritizing DMUs
with cardinal and ordinal data. The proposed method, which is
emanated on a simple idea, is described as follows:

Step 0: Let T ¼ / and e = number of DMUs to be ranked.
Step 1: Solve following model:
M� ¼min M
s:t: M � dj P 0 j ¼ 1;2; . . . ; n

Xm

i¼1

Xij 6 1 j ¼ 1;2; . . . ;n

Xs

r¼1

Yrj �
Xm

i¼1

Xij þ dj � bj ¼ 0 j ¼ 1;2; . . . ;n

Xn

j¼1

dj ¼ n� 1

dj ¼ 1 8j 2 T

0 6 bj 6 1;dj 2 f0;1g j ¼ 1;2; . . . ;n

Xij 2 ~q�i
Yrj 2 ~qþr
Xij P e� 8i; j

Yrj P e� 8r; j ð14Þ

Suppose in optimal solution d�t ¼ 0.

Step 2: Let T ¼ T [ ftg.
Step 3: If jTj ¼ e, then stop; otherwise go to Step 1.

Indeed in Step 1 of proposed algorithm, a DMU is identified as
most CCR-efficient unit. After entering this DMU to T in Step 2, in
Step 3 if all DMUs are ranked, the algorithm finishes, else it goes
to next iteration. By continuing the iterations to e times, decision
maker is able to rank DMUs in presence of both cardinal and ordi-
nal data. In second step of suggested approach, this DEA method
could be used to prioritize IT projects on the basis of decision table.
In the next section, applicability of proposed approach for ranking
IT projects with imprecise data is illustrated.
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7. Illustrative example

As mentioned in Section 2, Iran Ministry of Science, Research
and Technology identified three alternatives for implementing
IDC project. To evaluate the attractiveness of project proposals,
or the success of on-going or completed projects, appropriate crite-
ria should be determined. At the minimum, it should include crite-
ria that managers feel are most important, and for which they can
provide hard data or firm opinions. It is also important that it be
complete but not redundant, and that it be linked to the short-
and long-term objectives of the organization (Eilat et al., 2006).
To do this, a set of experts were selected in mentioned ministry.
By reviewing criteria in previous researches and on basis of 5 per-
spectives, these specialists developed a set which includes 14 cri-
teria. The criteria that are to be minimized are viewed as inputs
whereas the criteria to be maximized are considered as outputs.
Table 2 presents data of alternatives. Because of difficulties in cal-
culation of precise data, some data are in ordinal format, some are
interval. For instance, calculation of a precise numerical value for
‘‘scalability” and ‘‘Compliance with stakeholders needs” of alterna-
tives is difficult for specialists. Hence, these qualitative variables
are measured on an ordinal scale. In addition, data for ‘‘Customer
satisfaction” and ‘‘Service Availability” are bounded.

In first alternative, all project activities are done by Iran Minis-
try of Science, Research and Technology and its internal resources
and mentioned ministry owns IDC. To do this, technical capabili-
ties, include technical specialty and skills and budget should be
provided by ministry. It is to be noted that technical specialty
and skills affect time required to complete the project. Moreover,
this alternative cause ministry to have a comprehensive control
on the project activities and resources. As a shortcoming, this alter-
native is complex for ministry and does not match with usual pro-
cess and functions of ministry.

In second alternative, which is joint venture, mentioned minis-
try signs a contract with external companies. Because of contribu-
tion of private sector, this alternative provides ministry with more
expertise and specialty than first alternative. However, this alter-
native is less secure than first one.

In third alternative, which is service oriented, all services will
be prepared and maintained by a third party. The ministry, in this
method, will define the functional and non-functional requirement
for the needed services. The required services will be implemented
by the third party and employed by the ministry under a service
level agreement contract for a specific time and cost.

Now, by using data depicted in Table 2, we show applicability of
proposed method. Data in Table 2 could be presented as follows:

� Cost:

u�1 ¼ fx11 ¼ 110084; x12 ¼ 97007:2; x13 ¼ 28243g ðCardinal data

� Time:

u�2 ¼ fx21 ¼ 40; x22 ¼ 34; x23 ¼ 15g ðCardinal dataÞ

� Human resource:

u�3 ¼ fx31 ¼ 65; x32 ¼ 25; x33 ¼ 5g ðCardinal dataÞ

� Cost reduction:

uþ1 ¼ fy11 ¼ 20; y12 ¼ 15; y13 ¼ 70g ðCardinal dataÞ

� Control:

uþ2 ¼ fy21 ¼ 85; y22 ¼ 65; y23 ¼ 50g ðCardinal dataÞ

� Security:

uþ3 ¼ fy31 ¼ 90; y32 ¼ 80; y33 ¼ 55g ðCardinal dataÞ
� Reliability:

uþ4 ¼ fy41 ¼ 85; y42 ¼ 65; y43 ¼ 50g ðCardinal dataÞ

� Customer satisfaction:

uþ5 ¼ f40 6 y51 6 50; 70 6 y52 6 85; 80 6 y53

6 90g ðBounded dataÞ

� Service availability:

uþ6 ¼ f20 6 y61 6 30; 45 6 y62 6 53; 60 6 y63

6 70g ðBounded dataÞ

� Compliance with stakeholders needs:

uþ7 ¼ fy73 6 y71 6 y72g ðOrdinal dataÞ

� Scalability:

uþ8 ¼ fy81 6 y81 6 y83g ðOrdinal dataÞ

� Processes risks:

uþ9 ¼ fy91 ¼ 32:1; y92 ¼ 49:8; y93 ¼ 32:45g ðCardinal dataÞ

� Human resource risks:

uþ10 ¼ fy101 ¼ 27; y102 ¼ 29:9; y103 ¼ 12:2g ðCardinal dataÞ

� Technology risks:

uþ11 ¼ fy111 ¼ 25:8; y112 ¼ 25:05; y113

¼ 23:15g ðCardinal dataÞ
According to Zhu’s approach,

Xij ¼ wixij 8i; j

Yij ¼ uryrj 8r; j

Hence,

~q�1 ¼fX11 ¼ 110084w1;X12 ¼ 97007:2w1;X13 ¼ 28243w1g
~q�2 ¼fX21 ¼ 40w2;X22 ¼ 34w2;X23 ¼ 15w2g
~q�3 ¼fX31 ¼ 65w3;X32 ¼ 25w3;X33 ¼ 5w3g
~qþ1 ¼fY11 ¼ 20l1;Y12 ¼ 15l1;Y13 ¼ 70l1g
~qþ2 ¼fY21 ¼ 85l2;Y22 ¼ 65l2;Y23 ¼ 50l2g
~qþ3 ¼fY31 ¼ 90l3;Y32 ¼ 80l3;Y33 ¼ 55l3g
~qþ4 ¼fY41 ¼ 85l4;Y42 ¼ 65l4;Y43 ¼ 50l4g
~qþ5 ¼f40l5 6 Y51 6 50l5;70l5 6 Y52 6 85l5;80l5 6 Y53 6 90l5g
~qþ6 ¼f20l6 6 Y61 6 30l6;45l6 6 Y62 6 53l6;60l6 6 Y63 6 70l6g
~qþ7 ¼fY73 6 Y71 6 Y72g
~qþ8 ¼fY82 6 Y81 6 Y83g
~qþ9 ¼fY91 ¼ 32:1l9;Y92 ¼ 49:8l9;Y93 ¼ 32:45l9g
~qþ10 ¼ fY101 ¼ 27l10;Y102 ¼ 29:9l10;Y103 ¼ 12:2l10g
~qþ11 ¼ fY111 ¼ 25:8l11;Y112 ¼ 25:05l11;Y113 ¼ 23:15l11g

Solving Model (13) by WinQSB for data presented in Table 2 re-
sults in e� ¼ 0:01819132. Using this value and solving Model (14)
by WinQSB, DMU3 is easily identified as most efficient alternative

d�3 ¼ 0; d�j–3 ¼ 1
� �

. In second iteration of proposed method, a con-
straint d3 ¼ 1 is added to model. This added constraint ensure that
in second iteration of algorithm, DMU3 will not again identified as
most efficient unit. By solving Model (14) in second iteration, opti-
mal solution is d�2 ¼ 0; d�j–2 ¼ 1

� �
which implies that DMU2 is sec-

ond efficient alternative. Obviously, DMU1 has lowest rank among
three alternatives. Table 3 summarizes the results of proposed
method.

On the basis of this result, alternative 3 is recommended to Iran
Ministry of Science, Research and Technology. This ministry could
utilize BSC as a comprehensive method for defining IS projects



Table 2
Data of alternatives.

DEA BSC perspectives Criteria Alternatives

1 2 3

Inputs Resources (Investment) Cost (Million Rials) 110084 97007.2 28243.6
Time (Months) 40 34 15
Human resource 65 25 5

Outputs Financial perspective Cost reduction 20 15 70
Internal business perspective Control 85 65 50

Security 90 80 55
Customer perspective Reliability 85 65 50

Customer satisfaction (bounded data) [40–50] [70–85] [80–90]
Service availability (bounded data) [20–30] [45–53] [60–70]
Compliance with stakeholders needs (ordinal data)a 2 1 3

Learning perspective Scalability (ordinal data) 2 3 1
Uncertainty perspective Processes risks 32.1 49.8 32.45

Human resource risks 27 29.9 25.05
Technology risks 32.45 12.2 23.15

a Ranking such that 1 � highest rank,. . .,3 � lowest rank ðy72 P y71 P y73Þ.

Table 3
Ranking of alternatives.

Rank Alternative

1 3
2 2
3 1
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evaluation criteria. More over proposed DEA method makes this
ministry able to identify and rank best proposals.
8. Conclusion

The use of IT to gain strategic dominance and its widespread use
in many business functions has made IT project selection a major
component of effective IT management. Selecting the right projects
is a critical business activity that has been recognized and repeat-
edly emphasized by many researchers. In this paper, integrating
widely recognized techniques, BSC and DEA, a new approach for
ranking IT projects has been introduced. The proposed approach
exploits BSC as a framework for defining IT project selection crite-
ria. It is to be noted that proposed BSC for IT projects considers five
perspectives – four original perspectives of BSC and an uncertainty
perspective, which is added to emphasize its role in IT projects.
Furthermore, a new DEA method for ranking IT projects with
imprecise data introduced in this paper. As an advantage, this
method finds most efficient IT project by solving just one LP. It
should be noted that to rank n DMU, proposed method requires
decision maker to solve n� 1 LPs. Applicability of proposed ap-
proach has been shown in Iran Ministry of Science, Research and
Technology.
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