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CSC 438F/2404F – Fall 2019
Computability and Logic

Exclusions: MAT 309H1, PHL348H1
Prerequisites (ugrads): (CSC363H1/CSC463H1)/CSC365H1/CSC373H1/CSC375H1/MAT247H1
Lectures: Monday 3-5, BA 1200
Tutorial: Friday 12-1, BA 1200
Instructor: Toniann Pitassi, toni@cs.toronto.edu
O�ce hours: Monday 5:10-6, SF2305A
Tutor: Noah Fleming, SF 4306, noahfleming@cs.toronto.edu
Web Page: http://www.cs.toronto.edu/ toni/Courses/438-2019/438.html

Course Notes: Postscript files for course notes and all course handouts will be available
on the web page.

Topics:

Syntax and semantics of the propositional and predicate calculus, completeness of Gentzen
proof systems, formal theories, nonstandard models, and the Godel Incompleteness The-
orems. Recursive and primitive recursive functions, Church’s thesis, unsolvable problems,
recursively enumerable sets.

Marking Scheme:

Class attendance/participation (2% of final grade)
4 assignments (each worth 12% of final grade)
First Term test (25% of final grade)
Second Term Test (25% of final grade)

Due Dates:

First Term Test: Monday Oct 21, 3-5pm BA 1200
Second Term Test: Thursday Dec 5, 3-5pm BA 1200
Assignment 1 due date: Friday Sept 27 12pm, before tutorial
Assignment 2 due date: Friday Oct 18 12pm, before tutorial
Assignment 3 due date: Friday Nov 1 12pm, before tutorial
Assignment 4 due date: Friday Nov 29 12pm, before tutorial

Assignments are due at the beginning of class, since solutions will be discussed during the
beginning of class/tutorial.

The work you submit must be your own. You may discuss problems with each other; however,
you should prepare written solutions alone. Copying assignments is a serious academic
o↵ence and will be dealt with accordingly.
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Supplementary References:

S Buss: Chapter I: An introduction to proof theory, in Handbook of Proof Theory, S
Buss Ed., Elsevier, 1998, pp1-78. (grad)
J Bell and M Machover: A Course in Mathematical Logic. North-Holland, 1977. (grad)
H.B. Enderton, A Mathematical Introduction to Logic (undergrad)
G Boolos and R.C. Je↵rey, Computability and Logic (undergrad)
E. Mendelson, Introduction to Mathematical Logic, 3rd edition (undergrad/ grad)
J.N. Crossley and others, What is Mathematical Logic? (informal, readable)
A.J.Kfoury, R.Moll, and M. Arbib, A Programming Approach to Computability (un-
dergrad)
M.Davis, R. Sigal, and E. Weyuker, Computability, Complexity, and Languages: Fun-
damentals of Theoretical Computer Science (undergrad/grad)
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Important

→
'All lectures and tutorials are man ditory .

Sometimes Friday 12 - I will be a

Lecture
,

other times a tutorial

→ all assignments due at start of lecture ( tutorial
Late assignments Nyt accepted

→ you may discuss your solutions with other

students in the current course .

Discussing with anyone outside course or

consulting web is prohibited



→ Work hard on understanding lecture Notes
,

work hard on assignments

- start early - - cannot cram ( solve in
'

a

→

couple of days

↳ Come to office hrs !

- write ups must be completed
independently .



COORSECNTROFoundat.ms
of mathematics invokes the

axiomatic method - write down

axioms ( basic truths ) and prove theorems

from axioms from purely logical reasoning



Examples Euclidean geometry ( 300 BC
,

" Elements ")
Axiomatic system where all theorems

are derivable from a small number

of simple axioms ( postulates

postulates -

,

←
- - -

I
-

The School of Athens
,

Rafael If sum of d tf is a 180 then

the 2 lines ( blue - yellow ) eventually
meet ( em same side as L

,
B angles)



Example 2 - group theory
#

( Cayley ,
1854 )

axiom 1 : Wxyz [ x - Cy - z ) = ( x. y ) . z ] ( associativity )
axiom 2 : Fu

[ Vx Cx - U -

- a. x = u ] n
there exists an

identity element

txt y [ x. y
-

- y - x -
- u] } and every element

has an inverse
-

A group is a model for the axioms

( G ,
a function from gxg → g

←
a set



Excerpted

① g
= 2 ( the integers ) a = addition



Exampling

① g
= 2 ( the integers ) • = addition

⑦ Rubik's cube group

←
basic

g. = all possible moves moves

• = composition of moles



Couth

we will study FIRST ORDER Logic ( PREDICATE Logic)

I
.

Start with simpler PROPOSITIONAL Logic
( No quantifiers )

• Language of propositional logic ( ' ' syntax ")
• Meaning ( " semantics ")
• Two proof systems for prop . Logic :

Resolution
,
and PK

• We will prove SOUNDNESS t COMPLETENESS

for both



Outline ( cont 'd )

I
.

FIRST ORDER ( PREDICATE ) Logic

• language ( "

syntax
" )

& meaning I " semantics " )
• Proof system LK ( extends PK )

SOUNDNESS

* * COMPLETENESS

MAJOR COROLLARIES OF

COMPLETENESS



E ( cont 'd )

II . Computability

II
.

Axioinatitabk Theories

Incompleteness theorems

Interplay ( connections between

computability a Logic



PROPOSITIONAL.bg#Vocabula-r.y
: R

,
Pa

,
Q
,

. .

propositional variables

7
,
V
,
A

,
C
,
)

Examptes : (( pro , )vR )

( npr - Q )



PROPOSITIONAL.bg#InductiieDefmofaPwpostonaFormu(
a

1
.
Atoms ( propositional variables : R

, Pz ,
. .

are formulas

2
.

If A -

is a formula
,

then so is 7A

3
.

If A
,
B are formulas

,
so is ( AaB )

" " " "
" "

( AVB )
4

.



( A > B ) is shorthand for GA v B )
( A← > B) is shorthand for GARB ) n GB VA )

A sub formula of a formula is any sub string
of A which itself is a formula

Unique Readability thin
- Says the

grammar for generating formulas -

is

Not ambiguous



Semantics true
-

f
false

A truth assignment T : { atoms } → F
,
F

Extending T to every formula :

C ) ( n A)
T

= T iff AT = F

⇐ ) ( An B) T = T off AT =T n BT =T

(3) @ vBJ=T iff either AIT or BT -7

Exampled



Definitions

T satisfies A iff AT =T

T satisfies a set of of formulas
'

iff

T satisfies A for all A C- of

¢ is satisfiable
'

Iff FT that satisfies §
otherwise OI is unsatisfiable

of ⇐ A ( A is a logical consequence of 01 )
-

iff

T [ T satisfies § ⇒ T satisfies A ]

⇐ A ( A is valid or A is a tautology )
'

iff

ft CT satisfies A ]



Example

1
.

CA NB ) E ( Ar B )

2
.

t CA v TA )



Some easy facts ( check them )
-

I
.

If IO EA and d- ULA } FB then IO KB

z
.

OI FA
-

Iff IO VE - A } is unsatisfiable

z
.

A is a tautology
'

Iff TA -

is unsatisfiable



Equivalence

A and B are equivalent ( written A B)
Iff At B and B FA

←amp
?

I
.
( AaB ) ⇒ ( Bns )

?

2. GARB ) ⇒ GBVA )



Rejoin : Proof system for prop Logic

• Resolution is basis for most automated

theorem provers

• Proves that formulas are unsatisfiable

( recall F is a tautology iff r E is valid )

• Formulas hate to be in a special form : CNE

( x. vxzixs ) n ( Eaux . ) RHI ) ruins ) - ( x
,
)



Converting a formula to CNF
-

• obvious method ( de Morgan ) could result

in an exponential blowup in size

C- xamp-KCX.nl/a)vlXznXy)vCXsnX6)r-- .

C )

• Better method : SAT THEOREM

There is an efficient method to transform

any propositional formula F into

a CNE formula g such that

F is satisfiable iff g is satisfiable



Attn : proof by example

F : Carr ) u no ,

Q='
-

PB New variables

-
p
A

g : PB Carr ) n Pp⇐> PBA ' Q r Pa

T
- ee

( NPB - Q ) GPB - R )GQv - Rupp )



RESOLUTION
-

Start with CNF formula E = C
,

a car . . . rcm
view F as a set of clauses { C

,
,
Cz

,
. -

,
Cm }

Resolution Rule
-

:

( Av x ) ,
( Br E ) derive CA VB )

A Resolution Refutation of F -

is a sequence

of clauses D
, , Dz , - -

, Dq such that :

each Di is either a clause from F
,

or follows

from 2 previous clauses by Resolution rule
,

and final clause Dg =p ( the empty clause )



R-esow.li#Vtat.M F=( a - bra ) fave ) ( 5) ( Ird ) ( Irb )
•
lo

ca ) # ca )

qq.tl . El

•
00

( avbvc ) Cave )
( a- ud ) ( Ivb )



Resolvtiohsoundness

Fact : If C
, , Cz derive C

, by Resolution rule
,

then C
, , Cz F Cz

From above Fact we can prove :

RESOLUTION SOUNDNESS THEOREM

Ifa#fNmulaFras a RES

refutation
,

then F is unsatisfiable



RESOLUTION COMPLETENESS THM
-

C- very unsatisfiable CNE formula F has a

RESOLUTION Refutation

Proof idea
-

we describe a canonical procedure for

obtaining a RES refutation for F

The procedure exhaustively tries all

truth ass's - via a decision free

then we show that any such decision

tree can be viewed as a RES refutation



DECISIONTR.EE# F=( a - bra ) fave ) ( 5) ( Ird ) ( Irb )
•

as # =/

@
•

b://b.si b " #
. @ ,• (5) - o

% ! . d-

•
00

( avbvc ) Cave )
( a- ud ) ( Ivb )



Reso¥tatm F=Ca - bra ) fave ) ( 5) ( Ird ) ( Irb )
•
lo

ca ) # ca )

qq.tl . El

•
00

( avbvc ) Cave )
( a- ud ) ( Ivb )



so y =L

w :/ )w= I

• x

El
* f) x "

s
.

( y - e) cynq ) tYL
- -

.
-


