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ABSTRACT
People who are deaf or hard-of-hearing have expressed interest in
systems for real-time speech captioning using head-mounted dis-
plays.These systems show captions to the user outside of their cen-
ter of vision. With the captions readily available at a glance, delays
are detrimental to the user experience. The extent of acceptable
caption delays on head-mounted devices has not been explored.
Works that have developed real-time captions have avoided dis-
cussion of latency or users reported that the latency was too high.

In this paper we leverage an edge computing architecture to
provide real-time captioning on a head-mounted display. We run
a study to evaluate the latency requirements of captions and we
compare the results to the latency of our system. We run a second
study to evaluate the usability of our system by having participants
engage in a conversation using a head-mounted device for input.
We find that our system meets the latency requirements of study
1, and that participants found that latency acceptable in study 2.

1 INTRODUCTION AND MOTIVATION
According to the Canadian Association of the Deaf [1], approxi-
mately 10% of Canadians are hard of hearing and 1% are linguis-
tically deaf. In daily life, people who are hard of hearing or deaf
often have trouble understanding speech and thus, take certain ap-
proaches to assist their ability to communicate. The most common
approaches are a combination of hearing aids, lip reading and so-
cial assistance [5]. However, hearing aids and lip reading are both
limited by being most effective when the sound originates from
in front of the user. In response to these limitations, [5] found
that real-time audio captioning was a sought after feature for head-
mounted displays.

Wearable devices provide users continuous access to a compu-
tational device with little burden. These devices are outfitted with
various sensors, displays and wireless connectivity, enabling the
devices to provide rich information to the user unobtrusively. How-
ever, they are often limited in terms of computational power, bat-
tery life and acceptable thermal levels. Furthermore, applications
in assistive technologies, and in particular for wearable devices of-
ten have a latency requirement in order to provide an acceptable
level of usability.
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In this paper, we develop a system for real-time audio caption-
ing.The system consists of a mobile application running on a head-
mounted display. The application is responsible for recording au-
dio, detecting the presence of speech and uploading speech to a
remote server. The server component transcribes audio and sends
it back to the head-mounted display. We run a study to evaluate
the latency requirements of captions. We also benchmark our sys-
tem and find that the latency of our system is below the annoyance
level that we determined in the first study. We run a second study
to evaluate the usability of our system by having participants en-
gage in a conversation using a head-mounted device. The partic-
ipant rely on the head-mounted device for captions and are later
asked about their experience. We find that our system meets the
latency requirements of study 1, and that participants found the
latency acceptable during use in study 2

Our contributions can be summarized as follows:
• Explore the time requirements of captions through a study
• Develop a low-latency system to provide real time caption-
ing on a head-mounted device

• Explore the usability of the system through a study
The rest of the paper is organized as follows. Section 2 discusses

the related work in speech captioning. Section 3 discusses the sys-
tem and implementation. Section 4 is the evaluation of our system.
Section 5 discusses future work, and section 6 present our conclud-
ing thoughts.

2 BACKGROUND AND RELATEDWORK
The usability of head mounted audio processing has been explored
in several works. Most works implement a system to provide audio
related information through visual means [5, 6].Theworks explore
the various design considerations when designing an application
for head mounted display. We drew inspiration from these works
when designing our system. Most papers that study the usability
of head mounted devices for providing audio information avoid
studying latencies. Existing prototypes either have high latencies
caused by the use of the cloud, or minimal latencies achieved by
augmenting the system with hard-coded captions. In either case,
minimizing latency is not a common problem addressed in these
works.

One example of an existing work, SpeechBubbles [6], uses the
Microsoft HoloLens headset to provide real time captions for peo-
ple who are deaf or hard of hearing. The system provides captions
in speech bubbles to provide users the source and order of speech
in conjunction with the transcriptions.The system uses the Google
SpeechAPI to provide transcription and audio sourcewas obtained
through the use of multiple speakers. The paper evaluated the us-
ability of speech bubbles as well as various design considerations,
however, latency was not a focus of the paper, but according to
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the authors, the transcription would fall a few sentences behind
the current audio. Inspired by the potential of the SpeechBubbles,
we aim to explore the latency issues that weren’t discussed in the
paper. We avoid using speech bubbles in our system and aim to
use a bare-bones UI to minimize distraction and obtrusiveness.

Real time audio captioning has been thoroughly explored for
live broadcasting for television. The FCC describes delayed or off-
sync captions as “worthless” [3] and for live audio captioning, an
effort should bemade to keep captions in sync.TheCanadian Radio-
television and Telecommunications Commission has defined reg-
ulations for broadcasting and captioning. They worked with the
English-language Closed Captioning Working Group (EN-CCWG)
to define the specific requirements for displaying captions as well
as the timing constraints associatedwith captions.They determined
that the lag time for captions should never exceed 5 seconds, and
80% of the captions should never exceed 3 seconds [2]. For our sys-
tem, we target a latency of below 3 seconds, however, we also run
a study to evaluate the usability of delayed captions.

3 SYSTEM DESCRIPTION
We implement a system for real-time audio captioning on a head-
mounted display. The head mounted display runs a mobile applica-
tion and is responsible for sending speech to the server. The server
resides on the edge, and is responsible for transcribing speech.

The mobile application was developed for the Epson Moverio
BT300 Smart Glasses running Android 4.1. The glasses, shown in
Figure 1, contain a quad-core Arm processor, 2Gb of ram and a
heads up display.

Figure 1: Epson Moverio BT-300

The server component of the system ran on a server named Mel
and consisted of a 14 core Intel Xeon E5-2680 with 128Gb of ram.

3.1 Server Application
Thebasis of the server application uses the Kaldi Library [7], which
is toolkit for speech recognition. It provides a set of machine learn-
ing models and a large variety of tools for developing and using
these models. Our server uses the Kaldi Gstreamer open-source
server to interface with the Kaldi models and provide speech recog-
nition. The server utilizes master/worker setup where the master
communicates with the client and worker, and the worker pro-
cesses the audio segments.

Kaldi Gstreamer provides online speech recognition.Thismeans
as speech is being recorded and fed into the server, the server
makes predictions using the available data. These predictions are
sent to the client when available. Once the client runs out of audio

to send, the client must send the server an end-of-stream message.
This indicates to the server that audio will no longer be sent, so
the server is able to stop listening for incoming packets and make
a final prediction for the entire audio segment.

Themachine learningmodel used in this systemwas the Tedlium
Language model [8], which was developed for automatic speech
recognition. This model is build on a corpus created by the de-
velopers using unsupervised machine learning techniques. From
the corpus, they developed a speech recognition algorithm using a
multi-layered perceptron. This is a lightweight model but achieves
a 17.4% word error rate. Although we chose this model for its quick
and accurate transcriptions, the Kaldi GStreamer server was de-
signed so any Kaldi model could be plugged into the system and
work with minimal effort.

3.2 Glasses Application
When designing the system, inspiration was drawn from Zhang
et al’s . [9] work, where the authors developed an edge and cloud
based system for delivering augmented reality online video game
content. The authors found that the latency from the cloud was
too high to play virtual reality video games. To minimize latency
during gameplay, the authors split events into events that could
be completed locally and those that needed information from the
cloud. This resulted in most events being completed on the edge
which had an acceptable latency for virtual reality gaming. We uti-
lize the same methodology, however, we use the mobile device for
a lightweight processing step and only complete computationally
expensive tasks on the edge. Specifically in our implementation,
we apply this to detecting speech. Instead of uploading all audio
recorded to the server and requiring the server to locate speech,
the device runs a speech detection algorithm to locate which au-
dio should be uploaded.

The glasses continuously records audio in 100 millisecond seg-
ments which gets run through a speech detection algorithm. To
reduce computational complexity and increase battery life, a com-
plicated machine learning model was avoided. Instead, we imple-
mented a speech detection algorithm which extracted frequencies
from the audio signal and looked for frequencies within human
speech range. The algorithm would wait for 500 milliseconds with-
out speech before reporting that no speechwas detected. Although
the algorithm is simple, we found it was able to reliable detect
speech with very few false positives. A wait time of 500 millisec-
onds was chosen based on developer decision, but could be a point
of research in the future.

Once speech is detected, the client establishes a connectionwith
the server by sending the server the details of the audio recording.
For our application, we recorded at 16000Hz on a single channel
in 16 bit PCM audio. Once the connection is established, we send
audio for as long as speech is detected, after which we send the
end-of-signal message. Partial hypotheses are received while au-
dio is being sent, and to reduce user perceived latency, we display
predictions as soon as they are received.

The UI of the headset was kept simple.The application consisted
of a single page with a black background. This corresponds to a
transparent screen on the head mounted display and enabled the
users to see past the headset display. The page had a single toggle
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Figure 2: Idle screen of application

Figure 3: Captions displayed by application

button in the top right page which was red when the application
was idle. If the user clicked the button, it would turn yellow and
start the speech detection. If speechwas detected, the buttonwould
turn green and captions would appear on the top of the screen in
white text. The button would turn back to yellow if the speech was
no longer detected, or red if the button was clicked again. Figure
2 shows the application during the idle stage, and Figure 3 shows
the application after a sentence was spoken.

4 INTIAL EVALUATION RESULTS
4.1 Study 1
The first study we ran aimed to determined the delay requirements
between speech and their corresponding captions. Although the
EN-CCW requires live broadcasting to have a lag time of under
3 seconds for 80% of captions [2], this number is not justified by
any trial. To evaluate what lag time was acceptable in a controlled
study, we recruited 5 participants, 4 male, aged 22-31. None of
the participants where deaf or hard-of-hearing. The participants
where shown a 8 minute TV-show clip with captions. The captions
started off synced to the audio, however, every 5 captions the de-
lay would increase by 250ms. We informed the participant of this
and instructed them to tell us when the captions where noticeably
delayed, when they became annoying, and when they became un-
usable. To increase their dependence on the captions, we played
the video clip an a low volume with high levels of background
white noise.

Delay Mean (sec) Standard Deviation
Noticeable 1.05 0.542
Annoying 2.15 1.194
Unusable 3.35 0.929

Table 1: Study 1 Results

Results from study 1 showed that delays became noticeable after
approximately 1.1 seconds, annoying around 2.2 and unusable af-
ter 3.3. However, the standard deviation suggests these values can
vary significantly depending on the individual. Comparing our re-
sults to the requirements of the EN-CCW, if the EN-CCWwants to
avoid unusable captions and can settle for annoying in the case for
live broadcasting, their requirement of under 3 seconds coincides
with our findings. For our system, we want to avoid having annoy-
ing levels of delay, so we target of a latency of under 2 seconds.

4.2 System Benchmark
Before evaluating our system through user studies, we benchmark
our captioning speed through automated captioning of pre-recorded
audio. We setup a client application to run on a computer and send
the captions to the server performing the transcription. Since a
desktop with wired connection experiences less network latency
than a mobile device using WIFI, we simulate network latencies
based on the findings of [4] for our benchmarks. To showcase that
our system performs better than a cloud based, solution, we simu-
late the network latency of connecting to the edge and cloud. For
measurements, we start timing once the audio is sent to the server,
and record when a partial hypothesis is returned, as well as when
the final transcription arrives.

Figure 4: The cost of transcribing audio locally, on the edge
(our system) and on the cloud

In figure 4, we can see that the total cost of a transcription on our
system (Edge) is approximately 1.8 seconds. With 1 second spent
on computing the transcription and .8 seconds spent on sending
the transcription. The figure also shows that running the same sys-
tem on the cloud takes approximately 2.5 seconds, which starts
to approach the unusable threshold determined in study 1. The
Tedliummodel used in our systemwas lightweight and ran quicker
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than other models that were considered. With more computation-
ally expensive models, running on the would result in an unusable
system. This benchmark shows that our system is able to perform
below the annoyance threshold that we determined in study 1,

4.3 Study 2
In our second study, using the same 5 participants, we asked the
participants to wear the head mounted device and to wear a pair
of headphones which played white noise. We ensured the partici-
pantswhere unable to hear us intelligibly, and then had a researcher
conversed through a set of questions with the participant. If the
participant was able to derive the question from the caption, they
were instructed to continue with conversation. If the participant
didn’t understand a question, they could ask the researcher to re-
peat themselves. After the conversation, the participantwhere asked
for feedback on the delays of the captions, the levels of assistance
the captions provided and the overall thoughts on the system.

When asked if there was a delay between when the researcher
asked a question and the captions appeared, all participants re-
ported that there was a delay. One participant said the delay was
noticeably bad and that it delayed comprehension of the sentence.
Three participants said it was noticeable but it was acceptable and
didn’t slow down the work-flow.The last participant reported that
the delaywas very good sincewhen they needed to refer to the cap-
tions the word they needed was there. Overall, there was positive
feedback on the delay.

When asked if the captions assisted them throughout the con-
versation, all participants reported that the captions were useful.
Furthermore, they all reported that if theywere in a situationwhere
their hearing level was of that in the experiment, they would re-
sort to such a device. However, participants did have suggestions.
All participants responded that the caption size was too small and
three participants wanted the captions closer to the center or bot-
tom of the screen. This contributed to a strain on their eyes and
they were concerned with prolonged use.Three participants found
captions from their own speech annoying but two participants
found it didn’t bother them. One participant said the partial hy-
pothesis during the speech was annoying and along side this, any
incorrect captions were also annoying. They found these aspects
of the system broke their train of thought. Three participants said
they would have liked the options to see a log of captions and one
participant found the head mounted display uncomfortable and
too bright.

When participants where asked about any additional smart fea-
tures they would have liked to see, some reported that they would
have liked to see color coded text. One participant said colors should
refer to the person speaking in a group environment. Two partici-
pants said that the color could correspond to the confidence level
of the caption. A general trend in additional features wasmaximize
information aslong as the information is presented intuitively and
the UI remained uncluttered.

When asked about any limitations with the system, participants
where concerned with noisier environments, such as a checkout
in a grocery store or restaurant. Another similar concern was mul-
tiple speakers and quick conversations. One participant reported
that they may avoid using the head-mounted device simply due to

the social stigma around such a device. Furthermore, they said that
they found themselves too focused on the display and didn’t really
pay attention to the speaker. This raised the concern that the head-
mounted display may negatively impact social interactions. The
last concern was the requirement of having good vision when a
high number of deaf or hard-of-hearing individuals are older and
also suffer from vision problems.

The overall findings of the system where the system developed
was usable and the delay of the captions where not a problem for
the most part. However, the system did have some problems with
the implementation of the application and participants would like
to have some control over customization of the visuals such as size
and location of the captions. Participants would also like more fea-
tures and would like the system to function in noisy environment.

5 LIMITATIONS AND FUTUREWORK
Our studies consisted of five participants, none of whom where
drawn from our desired audience for this system. This adds a level
of concern in our participatory feedback since the feedback could
not be related back to the struggles of those who are deaf or hard-
of-hearing. In the future development of this system, having par-
ticipants that could benefit from the system would provide more
insightful feedback.

Our work was focused on the delay requirements of real-time
captioning. Because of this, our studies didn’t aim to provide the
visuals for the best user experience. Based on participant feedback,
incorporating features such as controllable caption size and loca-
tion, caption accuracy confidence, caption history, and longer last-
ing captions would increase the usability of the system. Although
work has been done in providing speech bubbles and audio visu-
alization on head-mounted devices, captioning in an unobtrusive
but available-at-a-glance way has yet to be explored.

In a future work of this system, we think it would be better to
have two studies using the system rather than the one we had in
this paper. The first study would evaluate the design choices and
define the best UI with the option of customization where neces-
sary. Then in the second study, evaluate the overall usability, po-
tentially in a long term study. This would provide refined feedback
on both the best design and the overall usability.

An interesting problem that arose in study 2 was the device
wearer’s speech being captioned.Three of the five participants found
that distracting. It would be interesting to explore solutions to avoid
captioning audio originating from the user. Solutions could ex-
ist by using multiple microphones to locate the sound and ignore
sounds from the user, or by using a directional microphone. An-
other approach could be to try and predict when the user is speak-
ing through the accelerometer or a vibration sensor close to the ear
hooks. Exploring this options could produce interesting results and
could be worthwhile future work.

6 CONCLUSION
In this paper, we look at the usability of real-time captions on head-
mounted devices. We focus on the latency issues with captions
and head-mounted devices, since both these systems tend to have
strict latency requirements. We draw upon literature for designing
a system and develop a system that provides real-time captions on
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a head-mounted device. We explore the latency requirements for
captions by looking at regulations in live TV broadcasts and de-
sign a study to verify those numbers. We benchmark our system
and show that our system is able to provide captions in a delay that
participants reported to be noticeable but not annoying. We also
ran a second study to evaluate the overall usability of the system.
Our results correspond to our first study and benchmarks, that re-
ported that the captions were noticeably delayed but not annoying.
Feedback for improvement was focused on providing better UI and
richer information alongside captions. Overall, this paper outlines
the latency requirements of real-time captions on head-mounted
displays and develops a systemwhich is able to meet those require-
ments.
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